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PursuIT, the e-Journal, is a pla�orm for sharing of experience and inculca�ng professional 

excellence in the emerging areas in the domain of Informa�on Technology. The e-Journal aims at 

having features on emerging areas of Informa�on Technology viz. cybersecurity, Data Security, 

e-Governance etc. It also looks into the technological developments, future of technology, 

na�onal policies and standards, as well as ar�cles on IT Audit conducted by SAI India.

Editorial Board

Geeta Menon   Director General, iCISA

Anindya Dasgupta  Accountant General (A&E), West Bengal

V S Venkatanathan  Principal Director of Audit, Washington DC

About the Journal

Feedback/Sugges�ons

We strive for constant improvement and encourage our readers to provide their valuable 

feedback/sugges�ons to make the endeavor successful. Send us your sugges�ons, comments, 

and ques�ons about the e-Journal to icisa@cag.gov.in

Disclaimer

Facts and opinions in ar�cles of the e-Journal are solely the personal statements of respec�ve 

authors and they do not, in any way, represent the official posi�on of the Indian Audit and 

Accounts Department. The contents of this e-Journal are meant for informa�on purpose only. 

iCISA disclaims all liability for ac�ons taken or not taken based on any content of this e-Journal.
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Director General's Message

Welcome to iCISA's e-Journal PursuIT. Incorpora�ng contribu�ons from eight SAIs for the 

very first �me, this edi�on of the e-journal is special indeed. Over the years, PursuIT has 

emerged as a valuable pla�orm for sharing knowledge, exchanging ideas, and promo�ng 

excellence in the field of Informa�on Systems Audi�ng and emerging technologies.  We are 

delighted that in line with iCISA's Strategic Plan (2025–30), our e-Journal is now being 

partnered by the interna�onal fraternity of SAIs, members of iCISA's alumni network, guest 

and in-house faculty as well as staff and officers of SAI India.    

The theme of this edi�on - 'Ar�ficial Intelligence and Machine Learning,' -  is closely aligned 

with SAI India's commitment to explore and enhance the use of AI and ML in audi�ng.    

However, at the same �me, the interna�onal collabora�on in this edi�on, has helped us 

foreground the shared challenges faced by SAIs worldwide and their diverse responses and 

experiences.  With an interes�ng mix of theory and prac�ce, the ar�cles in our tenth issue have 

been carefully grouped under themes such as Frameworks, policies and governance; Prac�cal 

applica�ons in audi�ng; Understanding technical domains; Cross-sectoral applica�on as 

well as a summary of the commemora�ve lecture organized in March, 2025 to mark the 

founda�on of iCISA.

I would like to express my sincere apprecia�on to all the authors, reviewers, and members of 

the Editorial Board for their valuable efforts and contribu�ons. Your support helps PursuIT 

remain a trusted and insigh�ul publica�on for professionals in the audit and IT fields.

As we celebrate this tenth edi�on, I invite our readers to explore the ideas shared in these 

pages and con�nue to contribute new thoughts and ideas. 

Thank you for your con�nued support and engagement.

Ms. Geeta Menon
Addi�onal Deputy CAG & Director General, iCISA
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Harnessing Ar�ficial Intelligence 

and Machine Learning to Elevate 

Modern Audi�ng

The Case for Change in Audi�ng

Audi�ng, as a fundamental mechanism for 

accountability, has long relied on tradi�onal 

techniques  such as  sample  tes�ng , 

retrospec�ve verifica�on, and standardized 

checklists. While effec�ve in the past, these 

approaches are increasingly challenged by the 

speed, scale, and complexity of today's 

organiza�onal data environments. The 

expecta�ons of stakeholders—ranging from 

senior management to regulators—are rising. 

There is a growing demand not only for 

accuracy and compliance but also for insights, 

foresight, and value addi�on.

Ar�ficial Intelligence (AI) and Machine 

L e a r n i n g  ( M L )  o ff e r  a u d i t o r s  n e w 

capabili�es to address these demands. AI 

refers to a broad range of technologies that 

enable machines to simulate human 

inte l l igence—interpre�ng language, 

recognizing pa�erns, and making decisions. 

ML, a subset of AI, focuses on developing 

models that improve their accuracy by 

learning from historical  data.  When 

effec�vely integrated into the audit process, 

these tools can elevate the auditor's role 

from data examiner to strategic risk assessor.

This shi� is not a ma�er of choice but a 

necessity. With data volumes expanding 

exponen�ally and fraud mechanisms 

becoming more sophis�cated, tradi�onal 

manual reviews are no longer adequate. 

Audit ins�tu�ons must modernize their 

m e t h o d o l o g i e s  a n d  t e c h n o l o g y 

infrastructure or risk obsolescence.

Enhancing Audit  Processes  through 

Intelligent Technologies

AI and ML are not futuris�c concepts— they 

are already in use across leading audit 

organiza�ons globally. Their impact is 

evident across mul�ple stages of the audit 

lifecycle.

Data classifica�on is o�en the first step in 

audit prepara�on. AI-driven tools can ingest 

and organize unstructured data, such as 

scanned documents or emails, into logical 

categories. This process, which previously 

required significant manual effort, can now be 

completed in a frac�on of the �me, allowing 

auditors to focus on analysis and judgment.

Another key advancement lies in anomaly 

and fraud detec�on.  ML algorithms, 

trained on historical data, can iden�fy 

transac�ons that deviate from established 

norms—whether due to data entry errors, 

Dr. Meshari Al-Ebrahim,
State Audit Bureau of Kuwait
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control lapses, or fraudulent ac�vity. These 

alerts enable auditors to perform targeted 

inves�ga�ons, increasing audit effec�veness 

while minimizing disrup�on.

Risk assessment, tradi�onally conducted at 

the start  of  the audit  cycle,  can be 

transformed through predic�ve modeling. 

ML systems can evaluate past audit 

outcomes, control weaknesses, and financial 

pa�erns to an�cipate risk areas with greater 

accuracy. This allows for dynamic audit 

planning that adapts as new data becomes 

available.

Con�nuous audi�ng ,  enabled by AI, 

marks a departure from periodic reviews. 

Real-�me monitoring of financial and 

opera�onal data streams makes it possible 

to detect and respond to issues as they occur, 

significantly enhancing the value of the audit 

func�on.

Natural Language Processing (NLP) is 

also finding increasing u�lity in audi�ng. 

By extrac�ng relevant informa�on from 

legal  contracts ,  internal policies, or 

compliance reports, NLP tools support a 

more comprehensive audit scope without 

requiring line-by-line manual review.

In par�cular, AI and ML enable a more 

advanced analy�cal func�on known as 

causal knowledge discovery.  Rather 

than merely iden�fying correla�ons or 

anomalies, advanced ML models can detect 

cause-and-effect rela�onships within 

datasets. This capability allows auditors not 

only to flag symptoms of risk but also to 

uncover their root causes—whether they 

stem from opera�onal inefficiencies, 

control failures, or systemic process flaws. 

According to the literature, causal modeling 

approaches significantly enhance audit 

accuracy, priori�za�on, and risk mi�ga�on.

These improvements are summarized in 

Figure 1, illustra�ng the full cycle of AI-

enabled audi�ng —from ini�al  data 

capture to final repor�ng.

Figure 1 : AI-Driven Audit Lifecycle

Rethinking Methodologies: A Compara�ve 

Perspec�ve

To be�er understand the transforma�on that 

AI and ML bring to audi�ng, it is helpful to 

compare tradi�onal prac�ces with their AI-

enhanced counterparts.

One fundamental shi� is in the area of risk 

assessment. In tradi�onal audits, risk 

iden�fica�on typically relies on predefined 

checklists and qualita�ve judgment made at 

the planning stage. These assessments o�en 

remain sta�c throughout the audit cycle, 

even as new data or insights emerge. AI and 

ML enable a more dynamic approach— 

leveraging historical data and predic�ve 

m o d e l i n g  to  co n� n u a l l y  refi n e  r i s k 

priori�za�on as the audit progresses. This 
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results in more focused tes�ng and resource 

alloca�on.

For instance, in tradi�onal audits, data 

sampl ing  i s  o�en  used  due  to  the 

imprac�cality of reviewing all transac�ons. 

This introduces the risk that material errors 

or fraud may go undetected. AI systems, 

however, can process en�re datasets, 

iden�fying anomalies across all transac�ons 

and reducing audit risk.

Similarly, fraud detec�on under conven�onal 

methods o�en re l ies  on predefined 

rules—such as flagging transac�ons above 

a certain threshold or involving specific 

vendors. These rules, while helpful, are 

inherently limited. ML models improve upon 

this by learning complex fraud pa�erns and 

adap�ng over �me, even iden�fying 

previously unknown schemes.

Causal discovery techniques—enabled by 

ML—can a lso  add a  d imens ion  not 

available through tradi�onal means. While 

tradi�onal audits may stop at iden�fying 

what went wrong, AI techniques can pinpoint 

why it occurred, offering a clearer path to 

control remedia�on and performance 

improvement.

In the repor�ng phase, human-authored 

findings may vary in structure and tone. AI 

tools can assist in dra�ing standardized, 

evidence-based reports, saving �me and 

ensuring consistency across engagements.

A detailed comparison is presented in 

Figure 2, which contrasts selected audit 

func�ons across both methodologies 

(Tradi�onal and AI-Powered).

Figure 2 : Tradi�onal vs. AI-Powered Audi�ng

Implementa�on Considera�ons and Risks

Despite the benefits, the integra�on of AI 

and ML into audi�ng is not without its 

challenges. One of the foremost concerns is 

data quality. AI applica�ons depend heavily 

on clean, relevant, and comprehensive data. 

Inconsistent datasets can lead to incorrect 

conclusions and undermine audit credibility.

Another issue is the interpretability of AI 

models. Many ML systems, especially those 

based on deep learning, operate as “black 

boxes,” offering limited transparency into 

how conclusions are reached. For auditors, 

who must jus�fy findings to clients and 

regulators, this lack of explainability can be 

problema�c.

System integra�on is also a technical 

challenge. Legacy audit so�ware may not be 

compa�ble with modern AI pla�orms, 

r e q u i r i n g  s i g n i fi c a n t  u p g r a d e s  o r 

rep lacements .  These  infrastructure 
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investments must be planned strategically 

a n d  a l i g n e d  w i t h  l o n g - t e r m  a u d i t 

moderniza�on goals.

Cultural and organiza�onal readiness must 

not be overlooked. Resistance to change, 

fear of obsolescence, and limited digital 

fluency among audit teams can hinder 

adop�on. Addressing these concerns 

through communica�on, training, and 

leadership engagement is essen�al.

Finally, ethical considera�ons must guide AI 

implementa�on. Issues such as algorithmic 

b i a s ,  d ata  p r i va c y,  a n d  a u to m ate d 

d e c i s i o n - m a k i n g  m u st  b e  ca ref u l l y 

managed.  Governance  f rameworks , 

including oversight commi�ees and ethical 

AI policies, are key to responsible use.

Importantly, many of these challenges can be 

addressed by applying the appropriate ML 

techniques. For instance, data quality 

issues—such as missing values or small 

datasets—can  be  managed  through 

advanced imputa�on methods or robust 

algorithms designed to perform reliably with 

l imi ted  data .  Concerns  over  model 

interpretability can be resolved using shallow 

learning methods integrated with causal 

analysis, which provide both transparency 

and explanatory power. Likewise, system 

integra�on can be streamlined with modular, 

API-compa�ble AI tools, and ethical risks can 

be proac�vely mi�gated using fairness-

aware model selec�on and audit trails.

However, the effec�veness of these solu�ons 

hinges on the auditor's ability to understand 

and leverage them appropriately. This 

underscores the cri�cal importance of 

training. Auditors must be equipped with both 

domain exper�se and a working knowledge of 

AI and ML concepts to choose the right models, 

interpret outputs correctly, and ensure that 

implementa�on aligns with regulatory and 

ethical standards. Con�nuous professional 

development is essen�al to ensure that auditors 

can derive meaningful, trustworthy, and 

ac�onable insights from these technologies.

The Enabling Role of iCISA

The Interna�onal Centre for Informa�on 

Systems and Audit (iCISA) is a vital ins�tu�on 

suppor�ng audit professionals in adap�ng to 

emerging technologies. As a premier training 

and knowledge-sharing center, iCISA equips 

auditors with the tools and frameworks 

necessary for digital transforma�on.

Through its educa�onal programs, iCISA has 

introduced courses and seminars on IT 

a u d i � n g ,  d a t a  a n a l y � c s ,  a n d  t h e 

fundamentals of AI. These ini�a�ves are 

par�cularly important for Supreme Audit 

Ins�tu�ons (SAIs) seeking to modernize 

prac�ces without compromising audit 

integrity. iCISA also curates thought leadership 

through its publica�ons, such as the PursuIT e-

journal, providing a pla�orm for global 

professionals to exchange insights.

Moreover, iCISA ac�vely advocates for ethical 

innova�on in audi�ng. It supports the 

development of regionally appropriate 

standards and encourages responsible 

adop�on prac�ces through seminars, technical 

papers, and coopera�ve ini�a�ves. iCISA 

emphasizes that building audit readiness in the 

digital era requires a combina�on of technical 

acumen, ethical grounding, and strategic 

foresight.
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By fostering a community of prac�ce and 

advancing training standards, iCISA helps 

ensure that AI and ML are leveraged not just 

as tools—but as enablers of accountability 

and good governance.

Strategic Roadmap for Audit Ins�tu�ons

Audit organiza�ons at various stages of 

technological maturity can take prac�cal 

steps toward AI integra�on. First, conduc�ng 

a readiness assessment helps iden�fy gaps 

in infrastructure, skills, and processes. This 

diagnos�c approach provides a founda�on 

for phased implementa�on.

Star�ng with pilot projects is advisable. 

These may focus on discrete use cases—such 

as fraud detec�on in procurement or 

automated review of expense claims. 

Successful  pi lots  help build internal 

confidence and provide data to support 

broader investment.

Cross-func�onal collabora�on  is also 

cri�cal. Auditors should engage with IT, legal, 

compliance, and external partners to ensure 

AI solu�ons are secure, scalable, and aligned 

with ins�tu�onal objec�ves.

Educa�on and training  are  ongoing 

requirements. Whether through internal 

workshops or external  cer�fica�ons, 

auditors must con�nuously upgrade their 

capabil i�es  in  data analy�cs,  AI/ML 

principles, and digital ethics.

Finally, embedding governance from the 

outset helps mi�gate risk. Ins�tu�ons should 

establish protocols for data access, model 

valida�on, and bias monitoring. Regular 

evalua�ons and independent reviews should 

be part of the audit strategy. 

Figure 3: Mapping AI/ML Capabili�es across 

Audit Stages

The above diagram (Figure 3) provides a 

mapping of key AI and ML capabili�es across 

the main stages of the audit lifecycle, offering 

a visual reference for ins�tu�ons planning 

their adop�on strategies.

Conclusion

AI and ML are reshaping the future of 

audi�ng—not by replacing human judgment 

but by amplifying it. These technologies 

enable auditors to provide deeper insights, 

faster assurance, and broader coverage, all 

while upholding professional standards.

Successful adop�on, however, depends on 

more than technology. It requires vision, 

investment, and ins�tu�onal readiness. By 

following a structured approach and 

engaging in con�nuous learning, audit 

ins�tu�ons can responsibly integrate AI and 

ML into their prac�ces. 

The support of knowledge hubs like iCISA 

reinforces this transi�on. By equipping 

auditors with skills, standards, and a shared 

pla�orm for innova�on, iCISA ensures that 

the future of audi�ng remains both 

technologically advanced and professionally 

grounded.
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Introduc�on

The adop�on of Ar�ficial Intelligence (AI) has 

significantly impacted a wide range of sectors 

globally, spanning both private and public 

d o m a i n s .  O n g o i n g  t e c h n o l o g i c a l 

advancements have further facilitated the 

ease of implemen�ng AI solu�ons across 

various industries. Although the private 

sector,  dr iven  by  revenue-or iented 

objec�ves, is o�en perceived as the primary 

adopter of AI technologies, public sector 

organiza�ons are increasingly recognizing its 

poten�al to improve efficiency, service 

delivery, and decision-making.

A recent report by Capgemini¹ on data 

founda�ons in government, based on a 

survey of 700 respondents from 350 public 

sector organiza�ons worldwide, reveals that 

64% of these organiza�ons are already 

engaged in or ac�vely pursuing genera�ve AI 

ini�a�ves, and 90% are planning to explore, 

pilot or implement agen�c AI within the next 

2–3 years. These government organiza�ons 

see data and AI as a key enabler in pursuing 

greater efficiency and further seek to open 

opportuni�es in delivering ci�zen-centric 

services, drive economic growth, and foster 

innova�on.

Supreme Audit Ins�tu�ons (SAIs), which have 

leveraged Informa�on and Communica�on 

Technology (ICT) to enhance their audit 

processes, are now exploring the integra�on 

of Ar�ficial Intelligence (AI) into their 

methodologies. This growing interest 

signifies a broader transforma�on—not only 

in the moderniza�on of audit prac�ces but 

also in recognizing the poten�al of AI to 

strengthen public accountability, improve 

oversight, and foster ins�tu�onal learning.

Realizing the Value of AI in Public Sector Audi�ng: 

Challenges and Opportuni�es for SAIs

Kusuma Ayu Rusnasan�, Yusminarni Syam Zendrato and 
Muh Azema Wiraka Albar

The Audit Board of the Republic of Indonesia

1 Capgemini Research Ins�tute. (2024). Data powered government: Unlocking the value of data and AI in the public sector. Capgemini. Retrieved May 28, 2025, 
from h�ps://www.capgemini.com/wp-content/uploads/2025/05/Capgemini-Research-Ins�tute-report_Data-founda�ons-for-government_From-AI-
ambi�on-to-execu�on-3.pdf
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AI u�liza�on in public sector audi�ng

As ins�tu�ons entrusted with oversight 

mandates, SAIs generally aim to fulfill their 

m i s s i o n  o f  e n s u r i n g  t ra n s p a r e n c y, 

accountability, and good governance in the 

use of public resources. Accordingly, 

decisions regarding the adop�on of ICT are 

guided by the extent to which such 

technologies support and enhance the 

achievement of these objec�ves. In line with 

this mandate, ICT implementa�on and 

emerging technologies adop�on such as AI 

are typically related to improving audit 

efficiency, expanding audit coverage, 

improving detec�on of irregulari�es and 

fraud, and suppor�ng risk-based audit 

planning². While no cases of full AI integra�on 

into SAI methodologies can be presented in 

this ar�cle, several SAIs have begun 

incorpora�ng AI -powered tools  and 

approaches into their audit func�ons. These 

ini�a�ves reflect a growing interest in 

leveraging AI to enhance audit effec�veness 

and efficiency. 

One example is SHAMEL 2.0 developed by SAI 

Saudi Arabia³—a digital audit pla�orm 

featuring an AI-powered Smart Auditor 

Assistant that supports the audit team by 

providing instant responses, recommenda-

�ons, and access to knowledge base. SHAMEL 

also employs AI and machine learning 

a lgor i thm in  i t s  advanced ana ly�cs 

capabili�es to detect anomalies, iden�fy 

pa�erns, and uncover poten�al irregulari�es 

or viola�ons. 

Since 2019, SAI USA has established 

Innova�on Lab and launched a Science, 

Technology Assessment, and Analy�cs (STAA) 

team. Through this ini�a�ve, SAI USA created 

a dedicated environment for exploring 

a d v a n c e d  a n a l y � c s  a n d  e m e r g i n g 

technologies, including AI and machine 

learning, aimed at transforming the work of 

a u d i t o r s  a n d  o t h e r  g o v e r n m e n t 

professionals⁴. Recently, SAI USA began 

deploying a large language model to 

synthesize past reports, support editorial 

rev iews,  and analyze  congress ional 

documents, while con�nuing to explore 

addi�onal use cases to further leverage AI's 

poten�al.

Earlier in 2017, SAI Brazil deployed ALICE 

(Analysis of Public Tenders and Calls of 

Tender) —an AI-based tool designed to 

review public procurement no�ces published 

by federal and state ins�tu�ons on daily 

basis⁵. Together with this tool are SOFIA and 

MONICA designed to support the audi�ng 

process. SOFIA performs automated cross-

check on iden�fica�on data, while MONICA 

used to integrate monitoring of public 

acquisi�ons that were not captured by ALICE. 

One research in South Africa on object 

directly related to public sector audit⁶ was 

conducted to predict audit comes, based on 

municipal financial statements analyzed 

2 U.S. Government Accountability Office. (2024). Science & tech spo�er: Ar�ficial intelligence in financial statement audits (GAO-24-107237). GAO.gov. Retrieved 
May 28, 2025, from h�ps://www.gao.gov/products/gao-24-107237

3 Argaam. (2024, December 28). Saudi Arabia launches digital pla�orm for government tenders. Argaam. Retrieved May 28, 2025, from 
h�ps://www.argaam.com/en/ar�cle/ar�cledetail/id/1787677

4 U.S. Government Accountability Office. (2019, October 29). Our Innova�on Lab: Building a sandbox for audit tech. GAO.gov. Retrieved May 28, 2025, from 
h�ps://www.gao.gov/blog/2019/10/29/our-innova�on-lab-building-a-sandbox-for-audit-tech

5 Observatory of Public Sector Innova�on (OPSI). (n.d.). Robot ALICE: Bid, contract and no�ce analyser. OECD. Retrieved May 28, 2025, from h�ps://oecd-
opsi.org/innova�ons/robot-alice-bid-contract-and-no�ce-analyser/

6 Mabelane, K. L., Mongwe, W. T., Mbuvha, R., & Marwala, T. (2022). An analysis of local government financial statement audit outcomes in a developing economy 
using machine learning. Sustainability, 15(1), Ar�cle 12. h�ps://doi.org/10.3390/su15010012
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using machine learning algorithms. The 

researchers used training models such as 

decision trees, logis�c regression, and 

ar�ficial neural networks (ANN) on historical 

audit data. The result returned that ANN 

showed strong performance in classifying 

audit results based on financial ra�os. This 

result demonstrated that AI can be leveraged 

to support audit func�ons, especially for 

iden�fying pa�erns linked to audit opinions. 

In SAI Indonesia, the integra�on of AI to 

support audit ac�vi�es is s�ll in its early 

stages. Currently, SAI Indonesia is ac�vely 

developing domain-specific AI agents 

designed to ass ist  auditors  through 

conversa�onal interfaces (chatbots). These 

intelligent agents can be embedded within 

various digital  pla�orms to enhance 

accessibility and usability.

To date, three dis�nct AI agents have been 

developed:

1. Performance Audit Agent – trained to 

provide guidance on performance audit 

methodologies and procedures.

2. Big Data Naviga�on Agent – designed to 

assist auditors in naviga�ng and u�lizing the 

SAI's big data analy�cs portal.

3. SDG Audit Knowledge Agent – focused on 

delivering insights related to audit findings 

concerning  the achievement  of  the 

Sustainable Development Goals (SDGs).

These agents are powered by a Large 

Language Model (LLM) that has been fine-

tuned using curated documents relevant to 

their respec�ve domain. The Performance 

Audit Agent is integrated into SAI Indonesia's 

electronic working paper system, SIAP. 

Meanwhile, the Big Data Naviga�on Agent 

and the SDG Audit Knowledge Agent are 

deployed within the BIDICS pla�orm and the 

Knowledge Management System, respec�vely.

In addi�on to these developments, SAI 

Indonesia is also exploring prototype use 

cases for AI, including automated transcrip�on 

of recorded interviews and facial verifica�on 

for personnel management within the 

Human Resource Informa�on System (HRIS).

Naviga�ng Effec�ve AI Adop�on

It is reasonable to infer that the current 

development of AI adop�on in public sector 

audi�ng involves diverse approaches, 

employing a range of tools and use cases. 

Early applica�ons suggest that AI is being 

strategically adopted with the inten�on of 

complemen�ng and enhancing exis�ng audit 

prac�ces including broadening audit scope, 

improving accuracy, and be�ering efficiency. 

AI adop�on in public sector organiza�ons is 

o�en undertaken as part of a broader digital 

transforma�on ini�a�ves. Hence, the 

measurement of value delivered is usually 

framed within the impact  of  dig ita l 

transforma�on, rather than being evaluated 

as AI implementa�on specifically. Given the 

early stage of AI adop�on in public sector, 

available informa�on on the value gained 

remains limited and tends to be par�al, 

focusing on specific aspects of audit 

prac�ces.

Despite limited visibility into AI-specific value, 

SAIs may take proac�ve measures to ensure 

that AI adop�on leads to a meaningful and 

sustainable improvements. The measures 

include addressing key challenges and 

considering cri�cal factors in AI adop�on 

journey. Several important aspects of AI 

adop�on, that are relevant to SAIs, are 
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pertaining to data, system integra�on, 

regula�on, sovereignty, and the impact of AI 

on audit processes. 

Data and Systems

AI algorithm works on large volume and high 

quality data to produce accurate and 

meaningful outputs. Therefore, SAIs need to 

have access to large volume datasets that 

available, consistent and trustworthy. These 

datasets could be stored by SAIs or stayed in 

the data owner's system. Regardless of which 

opted by SAIs, it is impera�ve to ensure that 

the system where data resides support 

interoperability, providing real-�me or 

updated informa�on, and well-maintained. 

Interes�ngly, the Capgemini report on 

government organiza�ons¹ reveal that less 

than 25% public sector organiza�ons report 

high maturity in any aspect of data readiness. 

Only 35% have rolled out or fully deployed 

data sharing ini�a�ves, and crucially no more 

than 8% have fully deployed the ini�a�ves. 

Without reliable data inputs, AI tools risks 

genera�ng misleading insights, which could 

poten�ally undermine credibility of audit 

outcomes.

Sovereignty and Regulatory Compliance 

As government organiza�ons, SAI naturally 

work predominantly with government data 

and systems, which are o�en classified as 

confiden�al or at least sensi�ve. With 

technology ownerships increasingly shi�ing 

to third par�es, government organiza�ons 

considering AI solu�ons are growing 

increasingly concerned about maintaining 

agency and control in the digital domain. This 

is in line with the survey results in the 

Capgemini report¹, where 64% of public 

sector organiza�ons express concern about 

data  sovere ignty,  58% about  c loud 

sovereignty, and 52% about AI sovereignty. 

To keep up with AI rapid development and 

growing eagerness to adopt this technology, 

many countries have issued regula�ons and 

policies to ensure that AI implementa�on 

aligns with na�onal strategies and operates 

within defined boundaries. As a result, many 

countries have published specific policies and 

regulatory frameworks related to AI. 

However, beyond AI-specific regula�ons, 

countries generally also issue broader 

policies governing the wider domains of 

digital or informa�on technology. 

In Indonesia, for example, Government 

Regula�on No. 71 of 2019 on the Opera�on of 

Electronic Systems and Transac�ons 

encourages the placement of data centers and 

disaster recovery centers within Indonesia for 

strategic or public service data. Although the 

reloca�on of the na�onal capital has yet to be 

fully realized, the governance for the new 

capital in Law No. 3 of 2022 on the Na�onal 

Capital includes provisions that promote the 

use of domes�c technology and pla�orms in 

government systems. Addi�onally, Law No. 27 

of 2022 on Personal Data Protec�on contain 

several ar�cles that, among other things, 

regulates na�onal control over personal data 

processing, require data controllers to have a 

representa�ve in Indonesia, and encourage 

data localiza�on —especially for public sector 

data. Similar regulatory requirements are 

likely to be found in other countries as well.

1 Capgemini Research Ins�tute. (2024). Data powered government: Unlocking the value of data and AI in the public sector. Capgemini. Retrieved May 28, 2025, 
from h�ps://www.capgemini.com/wp-content/uploads/2025/05/Capgemini-Research-Ins�tute-report_Data-founda�ons-for-government_From-AI-
ambi�on-to-execu�on-3.pdf
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Sovereignty concerns and regulatory 

compliance are significant factors influencing 

public sector organiza�ons' decisions 

regarding AI adop�on. These considera�ons 

shape choices across various aspects of 

t e c h n o l o g y  s e l e c � o n ,  i n c l u d i n g 

infrastructure, opera�ons, algorithms, and 

the use of experts. 

AI Impact on Audit Processes

When asked about SAIs' expecta�on from 

implemen�ng AI, generally cite goals such as 

improving audit accuracy, increasing 

efficiency, and enhancing audit quality. While 

these objec�ves may seem straigh�orward, 

understanding how AI adop�on will impact 

the audit process is arguably the most cri�cal 

factor in realizing its poten�al benefits 

for SAIs. 

Since audi�ng is the core func�on of SAIs, 

selec�ng audit-related objec�ves for AI 

implementa�on inevitably raises ques�ons 

about accountability for the outcomes 

produced by AI. As a result, organiza�ons 

must be prepared to take responsibility for 

how AI-generated results are used in their 

wo r k ,  i n c l u d i n g  a d d re s s i n g  et h i ca l 

considera�ons and ensuring trustworthiness 

of the generated outputs used.

Realizing the AI value in Public Sector 

Audi�ng

Even without the current global enthusiasm in 

adop�ng emerging technologies such as AI, 

willingly or not, SAI will eventually embrace 

this advancement even if only to a limited 

extent. Like other technologies, AI will 

con�nue to evolve and influence public sector. 

While specific value AI may bring to public 

sector audi�ng cannot yet be precisely 

determined, the strategic importance of 

preparing the adop�on is evident.  A cri�cal 

opportunity of benefit from AI adop�on in SAI 

lies in integra�ng AI into audit prac�ces to 

enhance efficiency, accuracy, and public 

accountability. 

However, realizing the poten�al benefits of AI 

requires more than just a willingness to adopt 

new technologies. SAIs must also address a 

range of founda�onal issues, including data 

readiness, system integra�on, regulatory 

compliance, sovereignty concerns, and the 

impact on audit processes. In pursuing the 

value AI can offer to public audi�ng, SAI should 

consider tackling challenges pertaining to data 

and system, AI implementa�on approach, 

work automa�on, and determine the strategic 

objec�ve.

B u i l d  d ata  fo u n d a� o n  a n d  sy ste m 

interoperability 

AI algorithm rely on data, therefore having a 

strong data founda�on is impera�ve for 

successful AI adop�on. A strong data 

founda�on includes ensuring data availability, 

accessibility, quality, and governance. Data 

proficiency wil l  enable SAI to be�er 

understand and leverage data to ul�mately 

support an effec�ve AI implementa�on. This 

means, SAI need to have essen�al tools and 

technologies to iden�fy, collect, process, and 

u�lize data, supported by skills, process, and 

process to drive data usage for decision 

making. 

As SAI works on data sourced from external 

en��es, interoperability is crucial in enabling 

applica�ons, systems, and data sources to 

communicate. Unconnected systems may 

lead to prolonged processing �mes and 

hinders informa�on reuse and sharing 

between en��es. 
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Use Starts small approach

When adop�ng AI, SAI should consider to 

start with small scale approach, focusing on 

implementa�ons with measurable impact 

and efficiency. It is be�er for SAI to target a 

specific audit areas or process where AI can 

deliver immediate value, for instance 

detec�ng anomalies in procurement data. In 

an innova�on adop�on process, Diffusion of 

Innova�ons Theory by Evere� Rogers⁷ which 

support the use of pilot projects could be 

adopted by SAIs. A pilot project allows SAIs to 

tests AI models, refine the algorithms, and 

build internal capacity while using reasonable 

resources within a controlled environment. 

By star�ng small, SAI users will have 

reasonable �me to get familiar with AI tools, 

learn its limita�ons, and adapt accordingly. 

The success of ini�al pilots can help gain trust 

and increase confidence in expanding AI 

ini�a�ves. Through phased and focused 

implementa�on,  SAI  can execute AI 

integra�on to strengthen audit func�ons in a 

sustainable manner with minimum disrup�on.

Appropriate automa�on

Targe�ng audit ac�vi�es for AI automa�on 

should be carefully considered by SAIs. In the 

early stages of AI adop�on, it is advisable for 

SAIs to focus on automa�ng repe��ve and 

�me-consuming audit tasks. Tasks that are 

rule-based and data-intensive are par�cularly 

well-suited for AI automa�on projects. Core 

a u d i t  a c � v i � e s  s u c h  a s  r e v i e w i n g 

procurement documents, extrac�ng data 

from reports, verifying compliance, and 

matching transac�ons are examples of 

rou�ne processes commonly performed by 

auditors that fit the criteria of being data 

intensive and rule based.

Automa�ng these rou�ne tasks allow SAIs to 

reduce manual workloads, minimize human 

error, and enable auditors to focus on higher-

value ac�vi�es that require expert judgment, 

such as risk assessment and audit planning. 

Focusing on automa�on in early phase of AI 

adop�on will more likely return a tangible 

result and will have posi�ve impact on SAI's 

confidence in  their  journey with AI 

implementa�on, while building groundwork 

for a more advanced capability in the future.

Selec�ng strategic objec�ves

Selec�ng strategic objec�ves for AI adop�on 

means iden�fying the most valuable features 

that AI can contribute to public sector 

audi�ng. So far, one of the most recognized 

capabili�es that encourages the adop�on of 

AI is its ability to analyze large volumes of 

data and detect  i rregular i�es using 

appropriate algorithms. For example, 

machine learning models can be trained to 

recognize devia�ons or anomalies from 

normal pa�erns.

Such AI abili�es can be integrated into the 

audit process for anomaly detec�on and 

fraud iden�fica�on. SAIs can benefit from 

improved audit �melines and enhanced 

audit findings. However, to ensure the results 

reliability, it is essen�al for SAIs to ensure that 

models used are trained on reliable and 

diverse datasets, followed by review of AI 

outputs conducted by proficient auditors. 

7 Rogers, E. M. (2003). Diffusion of innova�ons (5th ed.). Free Press. Retrieved May 28, 2025, from h�ps://teddykw2.files.wordpress.com/2012/07/evere�-m-
rogers-diffusion-of-innova�ons.pdf
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Conclusion 

In line with general development in public 

sector organiza�ons, SAIs are showing 

growing interest in adop�ng AI to improve 

efficiency, enhance accuracy and eventually 

produce high quality audits. To ensure a 

successful AI adop�on in audit, SAI should 

consider building strong data founda�on, 

improving system interoperability, address-

ing regulatory compliance and sovereignty 

concerns, star�ng with manageable projects, 

and selec�ng strategic objec�ves wisely. With 

careful planning and clear goals, AI can 

support SAIs in strengthening their role in 

promo�ng  accountab i l i ty  and  good 

governance.
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Introduc�on

In today's rapidly evolving digital landscape, 

Supreme Audit Ins�tu�ons (SAIs) are facing 

unprecedented challenges and opportuni�es. 

The tradi�onal governance pil lars of 

Tra n s p a re n c y,  A c c o u n t a b i l i t y,  a n d 

Par�cipa�on (TAP) are under pressure to 

adapt. As Ar�ficial Intelligence (AI) and 

Machine Learning (ML) become embedded 

into the public sector, SAIs must rethink their 

roles not only as overseers of public finance, 

but as architects of intelligent, inclusive, and 

impact-driven governance.

This ar�cle introduces the TAPAI Framework, 

which expands the classical TAP model by 

integra�ng Ar�ficial Intelligence (AI). The 

framework provides a strategic lens through 

w h i c h  S A I s  c a n  l e v e ra g e  e m e rg i n g 

technologies to enhance not only audit 

effec�veness, but also trust and engagement 

with stakeholders.

From TAP to TAPAI: A Strategic Shi�

The original TAP framework has guided 

democra�c governance for decades:

• Transparency:  ensuring access to 

informa�on

• Accountability: holding ins�tu�ons 

responsible

• Par�cipa�on: encouraging stakeholder 

engagement

However, in the digital era, data overload, 

algorithmic complexity, and the speed of 

informa�on flow demand more responsive 

and intelligent systems. The addi�on of 

AI and Impact orienta�on transforms TAP 

into TAPAI, defined as:

• Transparency

• Accountability

• Par�cipa�on

• Ar�ficial Intelligence

• Impact-Oriented Governance

TAPAI is both a framework and a mindset— 

one that calls on SAIs to ac�vely shape how AI 

is applied within public accountability 

systems.

How AI Enhances the TAP Dimensions

1. Transparency through AI

• Real-�me audit dashboards

• Open government data pla�orms

Reimagining TAP in the Age of AI: 

Introducing the TAPAI Framework for 

Supreme Audit Ins�tu�ons

Dr. Su�hi Suntharanurak,
State Audit Office of the Kingdom of Thailand
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• NLP-based tools for transla�ng complex 

findings into ci�zen-friendly formats

2. Accountability through AI

• Predic�ve analy�cs for fraud and risk 

detec�on

• AI-enabled compliance tracking systems

• Smart contracts in public procurement

3. Par�cipa�on through AI

• Digital ci�zen feedback pla�orms using AI 

sen�ment analysis

• Crowdsourced audit ini�a�ves enhanced 

by machine classifica�on

• Voice-to-text AI tools for inclusive 

stakeholder consulta�on

These AI-enhanced mechanisms not only 

improve efficiency but also rebuild public 

t r u s t  t h r o u g h  g r e a t e r  v i s i b i l i t y , 

responsiveness, and inclusion.

Challenges and Ethical Reflec�ons

Despite its promise, integra�ng AI into public 

audit systems is not without risks. SAIs must 

be aware of:

• Bias and fairness: Addressing inherent 

biases in algorithms and datasets

• Explainability: Ensuring transparency of 

AI decisions

• Data ethics and privacy: Protec�ng 

sensi�ve public informa�on

To manage these risks, SAIs must invest in

AI literacy, cross-sector collabora�on, and 

updated audit standards that include 

algorithmic accountability.

SAIs as AI Governance Stewards

By adop�ng TAPAI, SAIs can posi�on 

themselves as credible stewards of AI 

governance in the public sector. This includes:

• Audi�ng AI  systems deployed by 

governments

• Assessing algorithmic impacts on equity 

and access

• A d v o c a � n g  f o r  r e s p o n s i b l e  A I 

procurement and deployment prac�ces

SAIs can become both watchdogs and 

thought leaders in ensuring AI is a force for 

inclusive governance.

Conclusion

The TAPAI Framework offers more than a 

technical upgrade; it proposes a norma�ve 

shi�. As AI reshapes the public sector, SAIs 

must evolve from reac�ve oversight bodies to 

proac�ve, strategic actors that guide how AI 

intersects with democra�c values.

TAPAI reminds us that technology must serve 

people, not replace principles. In this 

transforma�on, SAIs are not just adap�ng to 

the future—they are helping to design it.
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On December 16, 2022, the Croa�an 

Parliament adopted the Digital Croa�a 

Strategy for the period un�l 2032¹. The Digital 

Croa�a Strategy was published in the Official 

Gaze�e of the Republic of Croa�a on

January 4, 2023.

Picture 1 – Digital Croa�a Strategy (head page)

The key goal of the Digital Croa�a Strategy is 

to accelerate the digital transforma�on of the 

Republic of Croa�a, especially through the 

digitaliza�on of public administra�on, the 

economy and society as a whole, i.e., 

strengthening the digital competencies of 

ci�zens and ins�tu�ons. Regarding ar�ficial 

intelligence (AI), the Strategy recognizes AI as 

a key technology for the moderniza�on and 

digitaliza�on of public administra�on and for 

economic development. The applica�on of AI 

is planned in various sectors, including smart 

governance, healthcare, educa�on, and 

security, with an emphasis on ethical 

standards and privacy protec�on. The Digital 

Transforma�on Strategy also envisages 

investments in the development of AI 

infrastructure and encouraging research and 

innova�on in this area so that the Republic of 

Croa�a can be�er integrate into global and 

European ini�a�ves related to AI. The Digital 

Croa�a Strategy rel ies  on European 

guidelines, such as the EU's Digital Decade, 

and sets a framework for coopera�on 

between the public and private sectors in the 

implementa�on of digital solu�ons, including 

AI. Croa�a is also part of the Coopera�on 

Ini�a�ve in the field of AI within the European 

Union, which provides access to funds and 

coopera�on on projects involving the 

applica�on of AI.

Ar�ficial intelligence and Machine Learning in the 

State Audit Office of the Republic of Croa�a:

A Look into the Present and Future

Tomislav Saić and
Nikola Kurelić,

State Audit Office of the 
Republic of Croa�a

1 h�ps://mpudt.gov.hr/UserDocsImages//RDD/SDURDD-dokumen�// Strategija_Digitalne_Hrvatske_ final_v1_EN.pdf?lang=de
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The applica�on of AI in public administra�on 

and state ins�tu�ons in Croa�a is only in the 

ini�al phase, but there are examples of use 

and plans for further implementa�on.

Here are some examples:

w APIS IT and UI Data Processing Tools:

APIS IT², as a key IT support for government 

ins�tu�ons, is working on the development of 

tools that use AI to process large amounts of 

data. These tools are used to op�mize 

administra�ve processes and to automate 

repe��ve tasks in government services. They 

are currently in the development phase of AI 

solu�ons for monitoring data on public 

services and op�mizing the e-Ci�zens system³.

w The eCi�zens system, which provides 

ci�zens of the Republic of Croa�a with access 

to various digital services, is one of the main 

projects of digitaliza�on of public admini-

stra�on. (see picture 2)  The integra�on of AI 

is planned in several key areas to improve 

efficiency, adaptability and user experience.

Picture 2 – Digital services provided by eCi�zens system

Current applica�on of ar�ficial intelligence 

in eCi�zens

• Chatbots:

Currently, AI technology is being used in the 

form of chatbots and digital assistants to 

provide basic informa�on to ci�zens. These 

systems automate communica�on, make it 

easier for ci�zens to access informa�on 

about different services, and help to solve 

problems.

• Process automa�on:

Using AI tools to automate repe��ve tasks, 

such as reques�ng documents, tracking the 

status of requests, and issuing specific 

2 h�ps://www.apis-it.hr/web/naslovnica
3 h�ps://gov.hr/en/become-an-e-ci�zen-2091/2090
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cer�ficates. These processes allow faster 

data processing and reducing administra�ve 

errors.

Planned improvements

• Personaliza�on of services:

It is planned to use AI to analyze user data to 

enable personaliza�on of services. This 

means that the system will be able to iden�fy 

the specific needs of users and offer them 

customized services, thus improving the user 

experience.

• A d va n c e d  c h a t b o t s  a n d  v i r t u a l 

assistants:

Introducing more advanced versions of 

chatbots and virtual assistants with greater 

natural language recogni�on capabili�es. 

These assistants will be able to answer more 

complex ques�ons from ci�zens and provide 

more detai led informa�on on legal , 

administra�ve and health services.

• AI for data analysis:

It is planned to implement an AI system that 

will analyze data in real �me to op�mize 

processes, reduce system down�me, and 

suggest improvements for the efficiency of 

the en�re eCi�zens pla�orm.

• Pa�ern recogni�on systems:

AI could be used to iden�fy pa�erns in 

ci�zens' data, which will help solve admini-

stra�ve barriers and approve requests and 

processes faster.

• Cybersecurity:

Introducing AI technologies to improve 

security within the eCi�zens system, 

including iden�fying security threats and 

detec�ng poten�al security breaches or 

system abuse faster.

In accordance with the Digital Croa�a 

Strategy un�l 2032, a comprehensive 

introduc�on of AI in public services, including 

eCi�zens, is planned. Key strategic objec�ves 

include the development of interoperable 

systems, increasing the number of digital 

services and further reducing the admini-

stra�ve burden on ci�zens. AI will play a

key role in this transforma�on through 

automa�on, predic�ve analy�cs, and 

personaliza�on. These ini�a�ves aim to 

increase the efficiency of the eCi�zens 

system, improve the user experience and 

ensure that public services are as accessible 

and efficient as possible for ci�zens⁴.

Ministry of Finance and Tax Administra�on

The Ministry of Finance uses AI in the fight 

against tax fraud. AI-based systems are used 

to analyze large data sets to iden�fy 

behavioral pa�erns that may indicate fraud 

or irregulari�es. There are plans to expand 

these systems to improve tax collec�on and 

reduce manipula�on⁵.

Healthcare – AI in Pa�ent Data Analysis

The Croa�an healthcare system uses AI in 

analyzing medical data. There are plans to 

expand the use of AI systems in diagnos�cs, 

predic�ve health analy�cs, and personalized 

medicine,  which would improve the 

efficiency of healthcare services and shorten 

wai�ng �me⁶.

4 Source: Na�onal Plan for the Development of Public Administra�on for the period from 2022 to 2027, Digital Croa�a Strategy for the period un�l 2032 - 
h�ps://mpudt.gov.hr/UserDocsImages//RDD/SDURDD-dokumen�//Strategija_Digitalne_Hrvatske_final_v1_EN.pdf?lang=de

5 Source: h�ps://mfin.gov.hr/en
6 Source: h�ps://hzzo.hr/projek�/novos�/projekt-umjetna-inteligencija-za-pametno-zdravstvo-i-medicinu)
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Examples of chatbot and AI usage by local government units

Through chatbot queries, ci�zens simply type into 
the chatbot on the local government units' 
website: "How to enroll a child in kindergarten? 
What is required for enrollment? How do children 
spend their �me in kindergarten?" A�er the 
inquiry, they should get all the relevant answers 
without searching the web and asking ques�ons to 
the kindergarten. They should directly get all the 
necessary informa�on that leads them to the 
e-kindergarten applica�on and the enrollment 
procedure.

Example No. 1:

Local, regional and regional self-government 

units – Smart ci�es and coun�es

S o m e  m u n i c i p a l i � e s  a n d  c i � e s  a re 

introducing solu�ons that use AI to digi�ze 

administra�ve processes, such as issuing 

permits and communica�ng with ci�zens 

through chatbots. For example, the City of 

Rijeka has implemented smart waste 

management systems that use AI to op�mize 

waste col lec�on routes and analyze 

efficiency. 

To use AI properly, it is necessary to 

implement digital services. Examples of 

various applica�ons in other local govern-

ment units for which chatbots (AI) are 

planned to be introduced in the future for 

crea�ng queries from materials are, for 

example:

• e-Informa�on is a center for informing 

ci�zens by the local government,

• e-Government allows ci�zens to send 

inquiries to individual services, send and 

receive documents, as well as access 

documents,

• e-Waste offers an overview of the 

collec�on schedule, sending coupons for the 

removal of bulky waste with access to various 

related documents,

• e-Warden is a connec�on with the u�lity 

service through which numerous city 

problems can be solved,

• The e-k indergarten  offers  eas ier 

communica�on between parents and the 

kindergarten management, sending requests 

and various documents,

• e-Health provides the possibility of 

sending chronic therapy to family doctors, 

sending findings and other documents,

• e-Ecology gives an insight into the air 

quality in the centers of a municipality or city, 

as well as a display of daily measurements of 

various parameters.

Example No. 2:

The City of Zagreb uses AI as part of its smart city 
solu�ons, especially in traffic and infrastructure 
management. Further integra�on of AI-based 
systems to op�mize public transport, monitor 
conges�on, and introduce smart parking is 
planned⁷.

7 Source: h�ps://www.zagreb.hr/UserDocsImages/smart%20city/doga%C4%91anja/ izlo%C5%BEba/ Zagreb%20Smart%20City.pdf
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AI and Machine Learning in the State 

Audit Office of the Republic of Croa�a: 

Current situa�on

Although the current level of applica�on of AI 

in the public administra�on of the Republic of 

Croa�a is limited, there are plans and 

strategies for its wider implementa�on in the 

future. Efforts are focused on modernizing 

inf rast ructure ,  educa�ng  staff,  and 

integra�ng AI into various sectors of state 

administra�on in order to improve the 

efficiency and quality of service delivery to 

ci�zens.

The State Audit Office of the Republic of 

Croa�a (Office) recognizes the growing 

importance of AI and machine learning (ML) in 

performing audit procedures. Currently, AI and 

ML tools are not implemented in the Office. 

However, the Office is ac�vely considering and 

preparing for the integra�on of AI and ML into 

audit processes. Specifically, the Office is 

nego�a�ng with an interna�onal IT company 

on implemen�ng AI and ML in daily audit work.

Key aspects and considera�ons:

Awareness and strategic orienta�on:

The Office is aware of the poten�al that AI 

and ML offer for improving the efficiency, 

effec�veness, and scope of audits. The Report 

on the Work of the State Audit Office for 2024 

explicitly men�ons "AI in audi�ng," signaling 

that this topic is part of the Office's strategic 

considera�ons.

Interna�onal coopera�on and trend 

monitoring

The Office par�cipates in interna�onal 

discussions on the applica�on of AI in audi�ng. 

For example, at a bilateral mee�ng with the 

Auditor General of the United States, AI in 

audi�ng was one of the topics of discussion.

Future needs and challenges:

The Office an�cipates that auditees will 

increasingly use AI-based systems. This will 

create a new need – audi�ng the AI systems 

themselves to ensure their reliability, 

transparency, and compliance with regula�ons. 

Human resources development:

The Office emphasizes the importance of 

developing human poten�al as a key 

prerequisite for facing new challenges, 

including those brought by the implementa-

�on of advanced technologies such as AI and 

ML.

Ethical considera�ons:

The Office is considering the ethical issues 

and challenges posed by AI and ML, which are 

an important prerequisite for the responsible 

applica�on of these technologies.
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Poten�al areas of applica�on for AI and ML 

in the State Audit Office:

Although specific applica�ons of AI and ML 

have not yet been introduced in the Office's 

work, the Office is aware that in the audit 

profession, AI and ML can be used for, 

analysis of large amounts of data (Big Data); 

automated recogni�on of anomalies, 

pa�erns, and poten�al risks in financial and 

non-financial data.

Risk assessment:

More precise iden�fica�on of high-risk areas 

that require more detailed audi�ng.

Automa�on of repe��ve tasks:

This will allow auditors, through the 

introduc�on of AI, to have more �me for 

more complex analyses and judgments.

Fraud detec�on:

Iden�fying suspicious transac�ons and 

ac�vi�es that could indicate irregulari�es.

Predic�ve analy�cs:

Predic�ng future trends and poten�al 

problems based on historical data.

AI and ML in the State Audit Office of 

the Republic of Croa�a: Future plans

The integra�on of AI tools within the State 

Audit Office of Croa�a represents a strategic 

ini�a�ve to enhance audit processes by 

s t r e a m l i n i n g  d o c u m e n t  a n a l y s i s , 

collabora�on, and repor�ng. The State Audit 

Office of Croa�a plans to leverage AI in the 

following key areas:

1. Audit  Planning Phase:  Analyz ing 

available data with AI tools to iden�fy and 

priori�ze risk areas for audi�ng.

2. Audit Execu�on Phase: Performing 

standardized audit procedures using AI 

tools, which includes: 

 o Analyzing available data to detect 

anomalies and inconsistencies.

 o Automa�ng repe��ve audit tasks to 

improve overall efficiency.

3. Repor�ng Phase: U�lizing AI to create a 

more efficient repor�ng process, for 

instance, by improving data visualiza�on 

for clearer insights.

4. Follow-up Audit Phase: In this stage, AI 

can be instrumental in monitoring 

correc�ve ac�ons (implementa�on 

status of audit recommenda�ons), as 

well as automa�ng follow-up repor�ng.

5. Collabora�on with Legal Authori�es: 

When audit findings suggest poten�al 

i l lega l  ac�v i�es  and  necess i tate 

engagement with legal authori�es, AI can 

o ffe r  p o w e r f u l  s u p p o r t  t h ro u g h 

enhanced evidence collec�on and 

analysis ,  sophis�cated fraud and 

a n o m a l y  d e t e c � o n ,  a n d  s e c u r e 

informa�on sharing.

Given the rapid development of technologies 

and their increasing impact on various 

sectors, there is a growing need for 

integra�ng IT audi�ng and using AI and ML in 

standard audit prac�ces. Possible trends in 

this area and the required level of knowledge 

and exper�se that will be needed for auditors 

in the future:
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Basic understanding of IT: Although it is not 

necessary for all auditors to become IT 

auditors, a basic understanding of IT systems, 

infrastructure, and general concepts such as 

databases, networks, and security prac�ces 

will be extremely important. This knowledge 

will enable auditors to recognize basic risks 

and challenges associated with AI and ML in 

auditees.

S p e c i a l i z e d  I T  a u d i t o r s :  W i t h  t h e 

development of technology, it is expected 

that auditors specialized in IT audi�ng, 

cybersecurity, and big data analysis will be 

crucial for a deeper evalua�on of complex 

systems. This includes understanding specific 

technologies, such as cloud compu�ng, AI, 

and blockchain, and the ability to conduct IT 

audits.

Educa�on and training: Audit offices can 

offer training and cer�fica�ons for their 

auditors to ensure basic knowledge of IT 

systems and technologies, including AI and 

ML. This may include seminars, workshops, 

and formal  educa�onal  programs in 

coopera�on with educa�onal ins�tu�ons or 

professional organiza�ons.

Specialized external experts: In many cases, 

engaging external experts will be useful, 

especial ly for specific areas such as 

cybersecurity, big data analysis, and complex 

IT systems. External experts will provide deep 

understanding, due to possessing technical 

skills that are certainly not present within the 

internal audit team.

Access to expert resources: External experts 

c a n  b r i n g  k n o w l e d g e  o f  t h e  l a te st 

technologies and threats that can change 

rapidly, which is important for keeping audit 

prac�ces up-to-date and relevant. In 

conclusion, although not all auditors will 

become specialists in IT audi�ng, basic 

knowledge of technologies and the ability to 

cooperate with external experts will be key 

for effec�ve audi�ng in the future. The 

integra�on of technology experts and 

con�nuous educa�on of auditors will help 

maintain high audit standards in a rapidly 

changing technological environment. In 

today's digital environment, a quality audit of 

financial statements cannot be imagined 

without including an audit of the adminis-

tra�ve and accoun�ng IT system. IT systems 

manage key data and processes that are 

crucial for the accuracy and integrity of 

financial statements. Audi�ng IT systems 

helps iden�fy risks, weaknesses, and 

poten�al errors that can affect financial 

statements, thereby ensuring a compre-

hensive and reliable audit.

Conclusion

The Republic of Croa�a is advancing its digital 

transforma�on through the Digital Croa�a 

Strategy 2032, which emphasizes Ar�ficial 

Intelligence (AI) as a key technology for 

modernizing public administra�on and 

fostering economic development. While AI 

adop�on across the Croa�an public sector is 

s�ll in its ini�al stages, there are notable 

examples of its applica�on and planned 

implementa�on in various areas.

The State Audit Office of the Republic of 

Croa�a (Office) recognizes the significant 

poten�al of AI and Machine Learning (ML) to 

enhance audit procedures, even though 

these tools are not yet implemented. The 

Office is  ac�vely preparing for their 

integra�on, including nego�a�ng with an 

interna�onal  IT  company.  S t rateg ic 

considera�ons include improving audit 

efficiency and scope, as highlighted in the 
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Office's 2024 Work Report and discussions 

with interna�onal counterparts like the US 

Auditor General. A key future challenge will 

be audi�ng AI systems used by auditees. The 

Office emphasizes developing human 

resources and addressing ethical consi-

dera�ons as prerequisites for responsible AI 

adop�on. Poten�al AI/ML applica�ons in the 

Office include analyzing large datasets, 

enhancing risk assessment, automa�ng 

repe��ve tasks, detec�ng fraud, and u�lizing 

predic�ve analy�cs. Future auditors will 

require a basic understanding of IT, while 

specialized IT auditors and external experts 

will be crucial for complex systems. The Office 

plans to provide training to ensure staff 

possess necessary IT knowledge. Key next 

steps involve finalizing AI tool license 

procurement, training auditors, conduc�ng a 

pilot audit project, evalua�ng its outcomes, 

and then gradually scaling AI integra�on 

across all audits. This proac�ve and strategic 

approach aims to posi�on the State Audit 

Office to maintain audit integrity and 

relevance in an evolving digital landscape.
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Ar�ficial Intelligence and Machine Learning

Introduc�on: The Dawn of Intelligent Machines

Ashish Kumar Shukla
and Sameer Asif,

O/o The Comptroller & 
Auditor General of India

In the tapestry of modern technological 

advancements, few threads shine as brightly 

as Ar�ficial Intelligence (AI) and Machine 

Learning (ML). AI & ML stand at the forefront 

of technological innova�on, transforming 

industr ies ,  reshaping soc ie�es,  and 

re d e fi n i n g  h u m a n  p o te n � a l .  T h e s e 

intertwined disciplines have transcended 

academic curiosity to become the backbone 

of innova�ons that define the 21st century. 

From voice assistants that an�cipate our 

needs to algorithms that predict global 

market trends, AI and ML are reshaping the 

way we live, work, and think. This ar�cle 

delves into the essence of AI and ML, tracing 

t h e i r  e v o l u � o n ,  e x a m i n i n g  t h e i r 

transforma�ve applica�ons, grappling with 

their ethical dilemmas, and envisioning their 

future trajectory. As we stand on the cusp of 

an AI-driven era, understanding these 

technologies is not just an academic, 

profess ional  exerc ise but  a  societal 

impera�ve. 

Defining Ar�ficial Intelligence and Machine 

Learning

At its core, Ar�ficial Intelligence refers to the 

development of computer systems that can 

perform tasks typically requiring human 

intelligence, such as reasoning, problem-

solving, percep�on, and learning. AI is a 

b r o a d  fi e l d  e n c o m p a s s i n g  v a r i o u s 

subdomains, including natural language 

processing (NLP), computer vision, robo�cs, 

and expert systems. The goal of AI is to create 

machines that can mimic or surpass human 

cogni�ve abili�es in specific contexts.

Machine Learning, a subset of AI, focuses on 

enabling computers to learn from data 

without being explicitly programmed. ML 

a l g o r i t h m s  i d e n� f y  p a�e r n s ,  m a ke 

predic�ons, and improve their performance 

over �me as they process more data. ML is 

the engine behind many AI applica�ons, 
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powering everything from recommenda�on 

systems to autonomous vehicles. It can be 

categorized into supervised learning (using 

labeled data), unsupervised learning (finding 

p a � e r n s  i n  u n l a b e l e d  d a t a ) ,  a n d 

reinforcement learning (learning through 

trial and error).

While AI is the overarching vision of 

intelligent systems, ML provides the prac�cal 

tools to realize that vision. Together, they 

form a symbio�c rela�onship that drives 

innova�on across industries.

A Brief History of AI and ML

The roots of AI can be traced back to ancient 

myths of automatons and mechanical beings, 

but its formal journey began in the mid-20th 

century. In 1950, Alan Turing posed the 

ques�on, "Can machines think?" in his 

seminal paper Compu�ng Machinery and 

Intelligence, introducing the Turing Test as a 

measure of machine intelligence. The term 

"Ar�ficial Intelligence" was coined in 1956 at 

the Dartmouth Conference, where pioneers 

like John McCarthy and Marvin Minsky laid 

the founda�on for the field.

Early AI research focused on symbolic AI, 

where systems used predefined rules to solve 

problems. However, these systems struggled 

with complexity and scalability. The 1980s 

saw the rise of ML, par�cularly with the 

development of neural networks inspired by 

the human brain. Despite ini�al excitement, 

p ro g re s s  wa s  h a m p e re d  by  l i m i te d 

computa�onal power and data, leading to 

the "AI winter" of reduced funding and 

interest.

The 21st century marked a renaissance for AI 

and ML, fuelled by three key factors:  

Big Data: The explosion of digital data 

provided the raw material for ML algorithms.  

Computa�onal Power: Advances in GPUs 

and cloud compu�ng enabled the training of 

complex models.  

Algorithmic Breakthroughs: Innova�ons like 

deep learning, a subset of ML using mul�-

layered neural networks, unlocked new 

possibili�es.

By the 2010s, AI and ML were no longer 

confined to research labs. Milestones like IBM 

Watson's victory on Jeopardy! (2011), 

Google's AlphaGo defea�ng world champion 

Go player Lee Sedol (2016), and the rise of 

genera�ve AI models like ChatGPT (2022) 

showcased their transforma�ve poten�al.

Applica�ons of AI and ML Across Domains

AI and ML are reshaping industries by driving 

efficiency, enabling innova�on, solving 

complex challenges, and new possibili�es. 

Below are some key domains where these 

technologies are making a profound impact:
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1. Medical and Healthcare

AI and ML are revolu�onizing healthcare by 

enhancing diagnos�cs,  personaliz ing 

treatments, and streamlining opera�ons. ML 

algorithms analyze medical images to detect 

disease condi�ons with accuracy rivalling 

human experts. Predic�ve models iden�fy 

pa�ents at risk of chronic diseases, enabling 

preven�ve care. AI-powered Chatbots 

provide mental health support, while robo�c 

surgery systems assist surgeons with 

precision. For example, Google's DeepMind 

has developed models to predict acute 

kidney injury up to 48 hours in advance, 

poten�ally saving l ives. Neuralink, a 

neurotechnology company founded by Elon 

Musk, has successfully implanted its brain-

computer interface (BCI) device in three 

human pa�ents, with all showing posi�ve 

results. The company plans to perform 20-30 

more implants in 2025 and is also working on 

"Blindsight," an ar�ficial visual prosthesis, 

with the aim of restoring sight, according to 

BioTecNika. 

2. Finance

In finance, ML algorithms detect fraudulent 

transac�ons by analysing large dataset and 

iden�fying pa�erns and risks with enhanced 

accuracy in real-�me. AI-driven robo-advisors 

offer personalized investment advice, 

democra�zing wealth management. High-

frequency trading systems leverage ML to 

predict market trends, execu�ng trades in 

milliseconds. Addi�onally, AI enhances credit 

scoring by incorpora�ng non-tradi�onal data, 

improving access to loans for underserved 

popula�ons.

3. Transporta�on

Autonomous vehicles, powered by AI and ML, 

promise to redefine mobility. Companies like 

Tesla and Waymo use deep learning to 

process sensor data, enabling cars to navigate 

complex environments. AI op�mizes traffic 

flow in smart ci�es, reducing conges�on and 

emissions. In logis�cs, ML algorithms 

streamline supply chains by predic�ng 

demand and op�mizing routes.

4. Retail and E-Commerce

Retailers use AI to personalize customer 

experiences, from product recommenda�ons 

to dynamic pricing. ML models analyze 

consumer behavior to forecast trends, while 

chatbots handle customer inquiries 24/7. 

Computer vision enables cashier-less stores, 

like Amazon Go, where shoppers can walk out 

without checking out. AI also enhances 

inventory management, reducing waste and 

costs.

5. Educa�on

AI-driven pla�orms like Duolingo and 

Coursera adapt learning content to individual 

student needs, improving engagement and 

outcomes. ML algorithms iden�fy at-risk 

students, enabling �mely interven�ons. AI 

tutors provide personalized feedback, while 

automated grading systems free up 

educators' �me. In research, AI accelerates 
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discoveries by analyzing vast datasets, as 

seen in protein folding predic�ons by 

DeepMind's AlphaFold.

6. Entertainment and Media

Streaming pla�orms like Ne�lix, Amazon 

Prime and Spo�fy rely on ML to recommend 

content tailored to user preferences based on 

history, likes and dislikes. AI-generated art, 

music, and literature are pushing crea�ve 

boundaries, with tools like OpenAI's DALL·E 

crea�ng stunning visuals from text prompts. 

In  gaming ,  A I  enhances  non-p layer 

characters' realism and adapts difficulty 

levels to player skill.

7. Security and Defense

AI strengthens cybersecurity by detec�ng 

threats like malware and phishing a�acks. 

Fa c i a l  re co g n i � o n  syste m s ,  t h o u g h 

controversial, are used for surveillance and 

authen�ca�on. In defence, AI and ML are 

revolu�onizing modern defence warfare by 

enhancing decision-making, improving 

surveillance and security, and op�mizing 

logis�cs. AI-powered systems can process 

vast amounts of data from various sources, 

like satellites and drones, to iden�fy pa�erns, 

detect threats, and provide ac�onable 

intelligence, leading to faster, more accurate 

decision-making on the ba�lefield, and even 

targeted strikes, reducing risk to human 

personnel. 

8. Audi�ng and Accoun�ng

AI and ML are revolu�onizing audi�ng and 

accoun�ng by automa�ng repe��ve tasks, 

enhancing accuracy, and uncovering insights 

that human auditors might miss. ML 

algorithms analyze vast datasets—such as 

financial  transac�ons,  invoices,  and 

ledgers—to detect anomalies, fraud, and 

errors in real-�me. For example, tools like 

Deloi�e's Argus use NLP (Natural Language 

Processing) and domain-specific Large 

Language Models (LLM) to review contracts 

and financial  documents,  iden�fying 

discrepancies with unprecedented speed. AI-

driven predic�ve models assess financial risks 

by analysing historical data and trends, aiding 

in compliance with regula�ons. 

In audi�ng, AI enhances con�nuous audi�ng, 

allowing firms to monitor transac�ons 

dynamically rather than relying on periodic 

reviews. This reduces audit �mes and 

improves reliability. For instance, PwC's GL.ai 

for anomaly detec�on scans general ledgers 

t o  fl a g  u n u s u a l  e n t r i e s ,  e n s u r i n g 

transparency. In accoun�ng, AI automates 

tasks like invoice processing, expense 

categoriza�on, and tax prepara�on, freeing 

professionals to focus on strategic advisory 

roles. 

The audit system in India, governed by the 

Comptroller and Auditor General (CAG) of 

India, where various ini�a�ves of using AI and 

ML enhances audi�ng by managing large 

volumes of data beyond tradi�onal methods. 

Key areas of applica�on includes monitoring 

and anomaly detec�on for improving fraud 

detec�on and oversight, analysis of tax data, 

e-procurement data scru�ny, audi�ng social 

welfare schemes for cross-verifica�on of 

beneficiary data to help iden�fy fraud and 

ghost beneficiaries.

These applica�ons underscore AI and ML's 

transforma�ve poten�al, par�cularly in 

audi�ng and accoun�ng, where they 

enhance precision, efficiency, and trust.
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9. Changing Governance through AI and ML 

in India

The call of the hour is to address the dynamic 

needs of India's diverse, growing popula�on. 

At such a point an urgent need is for 

reshaping governmental opera�ons through 

e-governance ini�a�ves that streamline long, 

tedious processes, enhance accessibility, and 

reinforce accountability by harnessing the 

transforma�ve power of AI and ML. It is in the 

spirit of such transforma�on that digital 

ini�a�ves such as the Digital India program 

was brought in July 2015 by the Government 

of India with the vision of transforming India 

into a digitally empowered society and a 

knowledge-based economy, by ensuring 

digital access, digital inclusion, digital 

empowerment and bridging the digital 

divide. These programs have evidently 

digi�zed a wide-range of public services and 

enhanced the distribu�on of crucial 

informa�on. 

AI Projects Undertaken for governance in 

India.

i. Bengaluru Adap�ve Traffic Control System 

(BATCS): The Bengaluru Traffic Police has 

implemented the BATCS, which u�lizes AI to 

adjust traffic signal �mings based on real-

�me data from camera sensors, reducing 

conges�on and travel �mes. ASTRAM 

(Ac�onable Intelligence for Sustainable 

Traffic Management), launched by the 

government, further enhances this by 

p r o v i d i n g  a  c o m p r e h e n s i v e  t r a ffi c 

management app that integrates various data 

sources for efficient monitoring and 

response. The police also run a priority 

ambulance service, where emergency 

vehicles can request green corridor support 

via an app-based system called E-Path.

ii. BHASha INterface (Bhashini): Bhashini, for 

India, was launched to provide technological 

transla�on services in 22 Indian languages 

using AI.  The Bhasha Daan ini�a�ve 

crowdsources linguis�c data for training AI 

models. By March 2025, Bhashini supported 

over one hundred diverse use cases with over 

300 AI-based language models and had 

achieved over one hundred million monthly 

inferences. A significant achievement was 

seen during the Maha Kumbh. The Digital 

Lost & Found Solu�on, used during the Maha 

Kumbh 2025, facilitated registra�on of lost 

items via voice input in na�ve languages with 

real-�me transla�on. Bhashini supports 

applica�ons like PM Kisan Chatbot and 

educa�onal material transla�on.

iii. Na�onal Ins�tu�on for Transforming 

India (NITI) Aayog AI Ini�a�ves: 

· NITI Aayog, the Indian government's 

think tank, has produced key document, 

N a � o n a l  S t r a t e g y  f o r  A r � fi c i a l 

Intelligence (NSAI), which promotes AI 

adop�on in sectors like Healthcare, 

Educa�on, Infrastructure, Agriculture, 

and Transporta�on.
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· M o d e l  I n t e r n a � o n a l  C e n t e r  fo r 

Transforma�ve Ar�ficial Intelligence 

(ICTAI) for AI research collabora�on.

· "NITI For States" pla�orm integrates 

Bhashini for mul�lingual governance 

knowledge dissemina�on.

· AIRAWAT supercompu�ng infrastructure 

enables AI-based research.

These examples illustrate the versa�lity of AI 

and ML, but their impact extends far beyond 

these domains.

However, these applica�ons of AI & ML raise 

eth ica l  concerns  about  pr ivacy  and 

autonomy.

Eth ica l  Cons idera�ons:  Pr ior i�z ing 

Responsible AI

The rise of AI and ML brings profound ethical 

challenges, necessita�ng a commitment to 

Responsible AI—the development and 

deployment of AI systems that are ethical, 

transparent, and aligned with societal values. 

Responsible AI is not a buzzword but a 

framework to ensure technology serves 

humanity without causing harm. Below are 

key ethical considera�ons, with a focus on 

responsible prac�ces:

1. Bias Mi�ga�on and Fairness

AI systems can inherit biases from training 

data, leading to unfair outcomes. For 

example, biased hiring algorithms have 

favored certain demographics, perpetua�ng 

inequality. Responsible AI demands diverse, 

representa�ve datasets and regular audits to 

iden�fy and correct biases. Techniques like 

fairness-aware ML and adversarial debiasing 

are emerging to ensure equitable outcomes.

2. Transparency and Explainability

Opaque AI models, o�en called “black 

boxes,” erode trust, especially in cri�cal 

domains l ike audi�ng or healthcare. 

Responsible AI priori�zes explainable AI, 

enabling users to understand how decisions 

are made. For instance, in financial audits, 

explainable models clarify why a transac�on 

was flagged, ensuring accountability. 

3. Privacy Protec�on

AI's reliance on personal data raises privacy 

concerns. Responsible AI incorporates 

privacy-preserving techniques like federated 

l e a r n i n g ,  w h e r e  m o d e l s  t r a i n  o n 

decentralized data, and differen�al privacy, 

which adds noise to protect individual 

iden��es. These methods balance innova�on 

with user rights, aligning with regula�ons.

4. Accountability and Governance

Responsible AI requires clear accountability 

for AI decisions. In audi�ng, if an AI system 

flags a false posi�ve, who is liable—the 

developer, firm, or auditor? Governance 

frameworks and organiza�ons must adopt 

ethical AI policies and independent oversight 

boards.

5.  Minimiz ing Harm of  Misuse and 

Weaponiza�on

AI's poten�al for misuse is significant, from 

deepfakes that spread misinforma�on to 

autonomous weapons that could escalate 

conflicts. Responsible AI seeks to prevent 

misuse.

6. Inclusive Development

R e s p o n s i b l e  A I  i n v o l v e s  d i v e r s e 

stakeholders—technologists, ethicists, 
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policymakers, and communi�es—to ensure 

systems reflect  var ied perspec�ves. 

Ini�a�ves like AI4All promote inclusivity by 

training underrepresented groups in AI 

development, fostering equitable innova�on.

By embedding Responsible AI principles, we 

can build systems that are trustworthy, fair, 

and beneficia l .  This  requires  g lobal 

collabora�on, robust regula�ons, and a 

culture of ethical stewardship to navigate AI's 

societal impact.

The Future of AI and ML

The future of AI and ML is poised to redefine 

industries and socie�es. Below are key trends 

shaping their trajectory, with expanded focus 

on their role in these fields:

1. AI in Audi�ng and Accoun�ng

The future of audi�ng and accoun�ng will see 

AI and ML become indispensable. Real-�me 

audi�ng will replace tradi�onal sampling, 

with AI systems con�nuously monitoring 

transac�ons to detect fraud and ensure 

compliance. ML models viz. LLMs will 

integrate unstructured data—like emails and 

contracts—with structured financial data, 

providing holis�c insights. 

In accoun�ng, AI will automate complex tasks 

like mul�-jurisdic�onal tax compliance and 

ESG (Environmental, Social, Governance) 

repor�ng, which require analyzing diverse 

datasets. Blockchain-integrated AI will 

enhance audit trails, ensuring tamper-proof 

records. The importance of AI lies in its ability 

to transform audi�ng from a reac�ve process 

to a predic�ve, strategic one, fostering trust 

in financial systems. 

2. General AI

Current AI systems are narrow, excelling at 

specific tasks but lacking general intelligence. 

The pursuit of Ar�ficial General Intelligence 

(AGI)—machines with human-like cogni�ve 

abili�es—remains a holy grail. While AGI is 

likely decades away, breakthroughs in areas 

like transfer learning and neurosymbolic AI 

could bring us closer.

3. Explainable AI

As AI systems become more complex, 

understanding their decision-making 

processes is cri�cal, especially in high-stakes 

domains like healthcare and law. Explainable 

AI aims to make models transparent, 

fostering trust and accountability.

4. Edge AI

Running AI models on edge devices, like 

smartphones and Internet of Things (IoT) 

sensors, reduces latency and enhances 

privacy. Advances in hardware and model 

compression are driving the adop�on of Edge 

AI, enabling real-�me applica�ons in remote 

areas.

5. Human-AI Collabora�on

Rather than replacing humans, AI is 

increasingly  seen as  a  col laborator. 

Augmented intelligence tools enhance 

human capabili�es, through AI-assisted tools. 

Th is  co l labora�on wi l l  redefine the 

profession, emphasizing crea�vity and ethics.

6. Sustainable AI

The computa�onal demands of AI training 

contribute to significant carbon emissions. 
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Researchers are exploring energy-efficient 

a lgor i thms and hardware  to  create 

sustainable AI, aligning with global climate 

goals. Firms will leverage AI to track and 

report sustainability metrics, mee�ng 

stakeholder demands.

7. Democra�za�on of AI

Python (a high-level, general-purpose 

programming language known for its 

readability and versa�lity) significantly 

contributes to the democra�za�on of AI by 

making it more accessible, understandable, 

and approachable for a wider range of users, 

i n c l u d i n g  t h o s e  w i t h o u t  ex t e n s i v e 

programming exper�se. Its ease of learning, 

rich ecosystem of libraries, and open-source 

nature foster a collabora�ve environment 

that accelerates innova�on and makes AI 

solu�ons more readily available.  Through 

open-source libraries and frameworks such 

as TensorFlow, PyTorch, and Scikit-Learn, 

Python enables developers and researchers 

to build and deploy sophis�cated AI models, 

thereby making AI accessible to businesses 

and individuals. This democra�za�on fosters 

innova�on but also raises concerns about 

misuse.

8. AI in Space Explora�on

In space, AI is poised to play a key role in space 

explora�on, from autonomous rovers on 

Mars to predic�ve models for exoplanet 

discovery. AI mission to accelerate human 

scien�fic discovery aligns with this vision, 

leveraging AI to unlock cosmic mysteries.

These trends suggest a future where AI and 

ML are deeply integrated into society, driving 

progress while posing new challenges. 

Preparing for this future requires proac�ve 

governance,  educa�on,  and  eth ica l 

stewardship.

Personal Reflec�ons

Wri�ng this ar�cle has deepened our 

apprecia�on for AI and ML's transforma�ve 

power. Growing up in a world shaped by rapid 

technological change, we have witnessed AI 

evolve from a sci-fi fantasy to a tangible force. 

Our interac�ons with AI-powered tools—like 

voice assistants (e.g., Alexa, Siri, Google 

Assistant etc.)  and recommenda�on 

s y s t e m s — h i g h l i g h t  t h e i r  s e a m l e s s 

integra�on into daily life. We are inspired by 

AI's ability to streamline complex processes 

but sobered by the ethical responsibili�es it 

entails. In audi�ng, AI's promise of real-�me 

insights excites us, but we recognize the need 

for human judgment to ensure ethical 

outcomes. Our hope is for a future where AI 

amplifies human poten�al while upholding 

our values, and we are commi�ed to 

advoca�ng for educa�on and dialogue to 

achieve this balance.

Conclusion: Shaping an AI-Driven Future

Ar�ficial Intelligence and Machine Learning 

are catalysts for a new era of human progress. 

Their applica�ons span every facet of life, 

from saving lives in hospitals to sparking 

crea�vity in art studios. Yet, their rise 

demands a steadfast commitment to 

Responsible AI, ensuring systems are fair, 

transparent, and accountable. 

By fostering a future where AI serves 

humanity's highest aspira�ons, we can 

ensure that these intelligent machines 

amplify our poten�al rather than diminish it. 
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In the words of Alan Turing, “We can only see 

a short distance ahead, but we can see plenty 

there that needs to be done.” Let us step 

boldly into this future, guided by knowledge, 

ethics, and a shared vision for a be�er world.
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Future Audi�ng Begins Today:

How Can Egypt Benefit from Ar�ficial 

Intelligence?

Alaa Tarek Moussa Allam,
Accountability State Authority (ASA), Egypt

Introduc�on

In l ight of the vast developments in 

informa�on technology, ar�ficial intelligence 

(AI) has become a vital tool that is radically 

changing many fields, most prominent is 

audi�ng. AI will help audit teams improve 

their  efficiency and effec�veness by 

streamlining processes, analyzing data 

quickly and accurately, and providing 

proac�ve insights that contribute to 

strengthening governance and audit. It is a 

new and constantly evolving field that 

a�racts everyone's a�en�on. The use of AI 

systems and modern informa�on technology 

is essen�al for the future of data processing in 

audi�ng to complete audit work efficiently 

and effec�vely.

Ar�ficial Intelligence (AI)

Is the ability of digital systems to simulate 

human behavior in terms of thinking, 

analysis, and decision-making? It is the 

technology that enables machines to exhibit 

human-like logic and capabili�es, such as 

independent decision-making. By absorbing 

massive amounts of training data, AI learns to 

recognize speech and pa�erns, proac�vely 

solve problems, and predict future situa�ons 

and incidents.

Benefits of Using AI in Audi�ng

1. Benefi�ng from the Use of Expert Systems 

in Audi�ng: Expert systems are computer 

systems that can mimic the decision-

making ability of a human expert in 

audi�ng. Expert systems can achieve 

several advantages:

 o They can improve the efficiency of the 

audit process, reduce costs, reduce 

the audit workload, and provide audit 

results in a �mely manner.

 o Expert systems can serve as a 

documentary reference for auditors.

2. Automa�ng Repe��ve Processes

 o Analyzing invoices and transac�ons in 

real-�me.

 o Reducing human error and increasing 

opera�onal efficiency.

3. Detec�ng Fraud and Abnormal Pa�erns

 o Using Predic�ve Models to Analyze 

Unusual Financial Behavior.

 o E n h a n c i n g  P ro a c � ve  A u d i � n g 

Capabili�es.
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4. Analyzing Big Data

 o The ability to process millions of 

records in seconds.

 o Providing detailed reports supported 

by predic�ve analy�cs.

5. Detec�ng Unusual Ac�vi�es

 o AI-based algorithms can iden�fy 

unusual behaviors or transac�ons 

that may indicate fraud or weak audit.

 o AI systems can compare financial 

transac�ons with historical pa�erns 

to detect any inconsistencies.

6. Intelligent Compliance Audit

 o AI can track organiza�onal perfor-

mance and compliance with laws and 

regula�ons.

 o It can also generate automa�c alerts 

in the event of viola�ons.

Ar�ficial Intelligence in Egypt from Planning 

to Implementa�on

E g y p t  i s  w i t n e s s i n g  a  ra p i d  d i g i ta l 

transforma�on, and ar�ficial intelligence (AI) 

is a key pillar of this transforma�on. Through 

ambi�ous projects and a na�onal strategy, 

the government seeks to enhance its digital 

capabili�es, improve services, and empower 

AI through the implementa�on of strategic 

projects aimed at improving government 

services, promo�ng the digital economy, and 

developing human capabili�es. President 

Abdel Fa�ah El-Sisi launched the Na�onal 

Strategy for Ar�ficial Intelligence in its first 

edi�on (2021-2024) and then the second 

edi�on (2025-2030). Among the most 

important strategic goals of the Na�onal 

Strategy in its second edi�on are the 

following:

Ÿ Increasing the contribu�on of the 

informa�on and  communica�ons 

technology (ICT) sector to the GDP to 7.7% 

by 2030.

Ÿ Enable and support the establishment of 

more than 250 companies.

Ÿ The number of AI professionals  and 

experts will reach 30,000 by 2030.

Ÿ Develop a na�onal model for genera�ve 

AI to support applica�ons in the public 

and private sectors.

The President emphasized the importance of 

developing AI applica�ons responsibly and 

ethically, in line with human values   and 

interna�onal standards, protec�ng individual 

rights, and promo�ng sustainable develop-

ment efforts.

There are many prominent applied projects 

in Egypt:

1. Diagnosis of Diabe�c Re�nopathy: 

An applica�on using ar�ficial intelligence was 

developed to diagnose diabe�c re�nopathy 

with an accuracy rate exceeding 95%. It is 

currently being used in 10 university hospitals 

to screen one million ci�zens.

2. Applied Innova�on Center:

Established by the Ministry of Communica-

�ons and Informa�on Technology, the center 

aims to u�lize the most appropriate 

technological methods to develop innova�ve 

solu�ons for the sake of key na�onal 

challenges. The center seeks to contribute to 

accelera�ng the growth of the Egyp�an ICT 

sector by suppor�ng the establishment of 

loca l  h igh-tech companies  that  can 

par�cipate in the implementa�on of major 

government projects and serve the private 
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sector, both locally and interna�onally.

3. Informa�on and Decision Support 

Center IDSC Projects:

The Informa�on and Decision Support Center 

IDSC is using AI technologies as part of the 

Egyp�an government's vision for localiza�on 

of these advanced technologies. The IDSC has 

been able to integrate AI technologies to 

enhance the quality of its outputs, including, 

for example, the Legal Portal for Egyp�an 

Legisla�on (ELPAI), which is the first Egyp�an, 

Arab, and African government legisla�on 

database to incorporate AI and machine 

learning as  the bas is  for  i ts  search 

mechanism. The portal also features an AI 

Chatbot, which relies on genera�ve AI 

technologies to develop the Legal Portal for 

Egyp�an Legisla�on and enable researchers 

to search the content of legisla�on, 

provisions, and fatwas.

The center also prepares simula�on models 

to predict a number of priority economic and 

social variables using AI technologies, 

d e v e l o p s  a n  e x p e r t  a n d  c u s t o m e r 

rela�onship management system, analyzes 

expert contribu�ons, and extracts insights 

using AI technologies. Furthermore, the 

center provides several smart applica�ons 

based on AI technologies to analyze the 

knowledge content of the "Hiwar" (Dialogue) 

community engagement pla�orm and 

enhance communica�on mechanisms with 

experts and ci�zens. Addi�onally, a smart 

employee assistant (GENIE – AI Chatbot) is 

b e i n g  d eve l o p e d  to  re s p o n d  to  a l l 

informa�onal  inquir ies  from Center 

employees regarding the Center's internal 

regula�ons and human resources manuals, 

saving �me and effort and ensuring a smart 

work environment that facilitates easy, 

crea�ve, and efficient business conduct.

Towards Smart Audit: Accountability State 

Authority's Role in Adop�ng Ar�ficial 

Intelligence

As part of its efforts to keep pace with rapid 

technological developments, the Account-

ability State Authority (ASA) is making 

tangible efforts to integrate AI technologies 

into audi�ng and control  processes, 

enhancing performance efficiency and 

keeping pace with the digital transforma�on 

led by the Egyp�an government. These 

efforts have included training ASA staff on the 

use of AI in audi�ng, in collabora�on with 

local ins�tu�ons such as the Egyp�an 

Banking Ins�tute (EBI) and interna�onal 

ins�tu�ons such as the Center for Finance, 

Technology and Entrepreneurship (CFTE), to 

build professional capaci�es capable of 

handling modern AI tools.

These efforts culminated in Egypt hos�ng the 

Interna�onal Conference of Supreme Audit 

Ins�tu�ons (INCOSAI XXV) in 2025. The ASA 

chaired the conference's second technical 

theme; "The Use of Ar�ficial Intelligence in 

Audi�ng", which underscores the ASA's 

commitment to suppor�ng the exchange of 

exper�se and knowledge on AI applica�ons in 

audi�ng.

Lessons Learned:

1. The Importance of Integra�on Between 

Government and Private Sector:

Coopera�on with local and interna�onal 

technology companies has proven highly 

effec�ve in speeding up the accuracy of 

implementa�on.

2. The Necessity of Building Human 

Capacity:

Inves�ng in trained personnel is a cri�cal 
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component of any project's success.

3. Data is the Founda�on:

Linking government databases is a funda-

mental step to achieving the effec�veness of 

smart applica�ons.

4. Gradual Implementa�on:

Pilo�ng on a limited scale before generaliza-

�on helps improve models and reduce errors.

Summary

AI represents a promising future for the field 

of audi�ng and governance, providing 

powerful tools for understanding data and 

making informed decisions in record �me. 

Ins�tu�ons that adopt these technologies 

today will be at the forefront of tomorrow's 

leadership.

AI and machine learning are not just technical 

tools; they are a strategic means to enhance 

the effec�veness and efficiency of Supreme 

Audit Ins�tu�ons (SAIs), and a means to 

strengthen bridges of coopera�on and 

knowledge exchange between these 

ins�tu�ons around the world. These 

technologies can be the cornerstone of a 

smart, collabora�ve audit model that meets 

future challenges with confidence and 

transparency.

Recommenda�ons

· SAIs should develop their infrastructure, 

invest in developing informa�on systems, 

and provide an integrated digital 

environment capable of accommoda�ng 

AI technologies.

· SAIs should establish specialized training 

programs in AI and big data analysis to 

ensure a deep understanding of modern 

digital tools and build human capacity.

· Strengthen coopera�on among SAIs by 

exchanging exper�se and best prac�ces 

in the use of AI in audi�ng, as well as in 

audi�ng AI tools used by auditees.

· Promote efforts to leverage AI in 

predic�ng risks, comba�ng corrup�on, 

and detec�ng abnormal pa�erns using AI 

tools to analyze financial data.

· Encourage research and development on 

the use of AI applica�ons in audi�ng, in 

partnership with universi�es and 

specialized centers.
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AI Applied to Public Audi�ng: The TCU's 

Experience with ChatTCU and GABI

Pedro C. Filho, Fernando Gama Jr and Klauss Nogueira
Federal Court of Accounts - Brazil (TCU)

Introduc�on: AI as a Fron�er of Ins�tu�onal 

Innova�on

Ar�ficial intelligence (AI) has become a 

crucial tool in various fields, including public 

audi�ng, where innova�ve technologies can 

radically transform audi�ng and oversight 

prac�ces. The Brazilian Federal Court of 

Accounts (TCU) has led the applica�on of 

these technologies in Brazil, adop�ng AI in a 

responsible and effec�ve manner to op�mize 

its internal processes and public/government 

audi�ng.

In a global context of accelerated digital 

transforma�on, TCU, as Brazil's Supreme 

Audit Ins�tu�on (SAI), has demonstrated the 

importance of exploring AI's poten�al to 

improve efficiency and transparency in the 

use of public resources. A key example is 

ChatTCU, a genera�ve AI tool developed to 

assist auditors with tasks ranging from quick 

queries to language standardiza�on and 

increased produc�vity in audits.

More than just a technical solu�on, ChatTCU 

represents an ins�tu�onal and cultural 

milestone, symbolizing a paradigm shi� in 

TCU's opera�ons, where innova�on, ethics, 

and digital governance are ar�culated to 

enhance public sector oversight. This ar�cle 

shares TCU's experience with ChatTCU, its 

challenges, lessons learned, and the next 

steps the ins�tu�on is taking in u�lizing AI to 

strengthen public audi�ng in Brazil and 

interna�onally.

ChatTCU: A Genera�ve AI Solu�on for 

Ins�tu�onal Support

ChatTCU was developed from a robust 

architecture based on large language models 

(LLMs), such as OpenAI's GPT-3, adapted to 

the specific context of public audi�ng. Its 

ini�al goal was to provide a quick and efficient 

solu�on for answering technical ques�ons, 

dra�ing documents, and assis�ng with 

repe��ve tasks that consume much of 

auditors' �me, enabling them to dedicate 

more �me on analy�cal and strategic 

ac�vi�es.
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Figure 1 – ChatTCU context window showing auditor support capabili�es

The launch of ChatTCU in March 2023 was a 

major milestone in TCU's history. The tool was 

ini�ally introduced as a pilot project, aimed at 

evalua�ng its feasibility and assessing 

posi�ve impact on the day to day working of 

auditors. Since then, ChatTCU has been 

gradua l ly  integrated  into  the  work 

environment of more than 2,700 TCU staff 

members, represen�ng about 90% of TCU's 

workforce. By May 2025, ChatTCU had 

p ro c e s s e d  ove r  6 5 0 , 0 0 0  m e s s a ge s , 

demonstra�ng its widespread adop�on and 

the trust auditors have placed in the tool.

This ini�al success was the result of careful 

development and con�nuous adapta�on of 

the tool to meet the ins�tu�on's needs, 

including technical adjustments to ensure 

terminological accuracy and alignment with 

TCU's norma�ve framework. Addi�onally, the 

integra�on of ChatTCU into the internal audit 

system facilitated its use by all auditors, 

allowing documents and working papers to 

be automa�cally included in ChatTCU's 

context window, leading to greater clarity and 

efficiency in audit stages and decision-

making.

Figure 1 illustrates ChatTCU's context window 

displaying a summarized assistant response 

to the ques�on “How can you help me in my 

work as a TCU auditor?” The assistant 

outlines key support func�ons, including 

access to TCU norma�ve framework and 

jurisprudence, document summariza�on, 

administra�ve guidance, and research 

assistance — highligh�ng its poten�al to 

streamline audit-related tasks.

Sharing with Other Ins�tu�ons and External 

Impact

Recognizing the posi�ve impact of the tool 

within TCU, the ins�tu�on decided to adopt 

an open and collabora�ve stance by making 

ChatTCU's source code available to other 

public en��es. This decision aims to promote 

interins�tu�onal coopera�on and extend the 

benefits of AI usage to other government 

organiza�ons, such as state audit courts, 

regulatory agencies, public defenders' 

offices, and universi�es. To date, 99 

ins�tu�ons have signed agreements to use 

C h at TC U ' s  c o d e ,  d e m o n st ra� n g  i t s 

effec�veness and appeal across different 

sectors of government.
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Figure 2 – GABI assistant integrated into ChatTCU

In addi�on to sharing the code, TCU has 

provided technical support, documenta�on, 

and training to ins�tu�ons that adopted the 

tool, ensuring that ChatTCU is implemented 

efficiently and responsibly. This open and 

c o l l a b o r a � v e  a p p r o a c h  h a s  b e e n 

interna�onally recognized by the OECD 

(Organiza�on for Economic Coopera�on and 

Development), which, in 2024, highlighted 

TCU as the only public agency to achieve an 

advanced level  of  maturity in using 

genera�ve AI in public administra�on. This 

recogni�on reinforces TCU's role as a leader 

in technological innova�on within the public 

sector.

GABI: Automa�ng Audit Minutes with AI

Another significant advancement in AI use at 

TCU was the crea�on of GABI (Automated 

Office of Good Ideas), a feature integrated 

into ChatTCU that uses AI to automate the 

transcrip�on, summariza�on, and dra�ing of 

audit mee�ng minutes. During audi�ng 

processes, mee�ngs with public managers 

o�en generate large amounts of informa�on 

that need to be recorded and analyzed. 

Manual note-taking during these mee�ngs 

o�en hinders the flow of discussions and 

makes documenta�on labor-intensive.

With GABI, TCU transformed this process. The 

tool uses advanced AI models to convert 

audios, videos, and links (including from 

YouTube) into editable documents that 

include par�cipant lists, mee�ng objec�ves, 

key discussion points, and conclusions. As a 

result, auditors can focus on more analy�cal 

aspects, while the documenta�on process 

becomes faster and standardized.

T h e  p ro d u c � v i t y  ga i n s  w i t h  G A B I ' s 

implementa�on are significant, as the �me 

spent on dra�ing mee�ng minutes has been 

dras�cally reduced, allowing auditors to 

focus on ac�vi�es that demand cri�cal 

thinking. Furthermore, GABI strengthens 

informa�on governance at TCU, ensuring 

greater transparency and traceability of 

mee�ng records.

Figure 2 shows the GABI virtual assistant 

interface within ChatTCU, demonstra�ng 

how users can upload audio or video files to 

automa�cally generate structured mee�ng 

summaries.
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Challenges Faced: Technical, Ins�tu�onal, 

and Ethical

Despite the progress, the implementa�on of 

ChatTCU and GABI  was not  without 

challenges. On the technical side, one of the 

biggest obstacles was ensuring that the AI 

models could accurately understand and 

respond within the specific norma�ve and 

technical context of public audi�ng. This 

required con�nuous refinement of the 

models  and  ad justments  to  ensure 

terminological precision and alignment with 

TCU's guidelines.

F r o m  a n  i n s � t u � o n a l  p e r s p e c � v e , 

introducing AI at TCU required a significant 

cultural shi�. Many auditors had to adapt to 

the new tool, which required investments in 

training and developing a digital mindset 

within the ins�tu�on. While acceptance of 

ChatTCU has been gradual, it has been 

s u p p o r t e d  b y  a  c l e a r  i n s � t u � o n a l 

commitment and ongoing efforts  to 

demonstrate the benefits of AI for public 

audi�ng.

On the ethical front, the development of 

ChatTCU involved defining safeguards to 

prevent issues such as hallucinated responses 

and the leakage of sensi�ve data. The tool 

was designed to ensure transparency and 

auditability, with con�nuous feedback 

mechanisms to monitor and adjust the AI's 

performance as needed.

Lessons Learned and Recommenda�ons

The experience with ChatTCU provided TCU 

with valuable lessons that can be applied by 

other public en��es adop�ng AI. Key lessons 

include:

· Start with well-defined pilot projects, 

with clear planning and ins�tu�onal 

support.

· Ensure technical governance from the 

outset, with ac�ve par�cipa�on from IT, 

legal, and opera�onal areas of the 

ins�tu�on.

· Keep human oversight at the center of 

decision-making, using AI as a support 

tool rather than a replacement for 

auditors.

· Promote con�nuous training and create 

feedback channels to adjust the tool to 

users' real needs.

· Foster knowledge sharing with other 

ins�tu�ons and encourage responsible 

reuse of technology.

Next Steps: Integra�on and Expansion

TCU is exploring new possibili�es for 

expanding AI use across its opera�ons. This 

includes analyzing large data volumes in 

audits, automa�ng genera�on of audit 

reports,  and integra�ng AI with risk 

dashboards. The lessons learned from 

ChatTCU have prepared the ins�tu�on to 

incorporate machine learning (ML) into more 

specialized tasks, such as risk predic�on and 

pa�ern detec�on in complex processes.

Conclusion

TCU's experience with ChatTCU and GABI 

demonstrates that AI can be applied 

pragma�cally and responsibly in the public 

sector, delivering gains in efficiency, 

transparency, and governance. TCU stands as 

a reference point for technological innova�on 
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in public administra�on, showing that it is 

possible to transform public audi�ng through 

the intelligent use of AI.

More than just a technological tool, ChatTCU 

represents a cultural shi� within TCU, 

embracing AI-assisted audi�ng. This project, 

which started as a simple solu�on, has the 

poten�al to transform the way SAIs operate 

for the benefit of society, making audi�ng 

processes faster, more efficient, and more 

accessible.
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Introduc�on

The Supreme Audit Ins�tu�on (SAI) of India 

has been at the forefront of integra�ng 

Ar�ficial Intelligence (AI) into public audi�ng 

to enhance accountability, efficiency, and 

e v i d e n c e - b a s e d  d e c i s i o n - m a k i n g . 

Recognizing that the scale and complexity of 

government programmes demand new 

analy�cal approaches, SAI India has pursued 

a systema�c strategy to leverage AI for 

smarter audits. From fraud detec�on and 

b e n efi c i a r y  a n a l y � c s  to  k n o w l e d ge 

management and capacity building, these 

ini�a�ves collec�vely mark a transi�on from 

tradi�onal audi�ng to an era of data-driven, 

technology-enabled public oversight.

AI Ini�a�ves 

SAI India has been ac�vely exploring and 

deploying Ar�ficial Intelligence across 

mul�ple audit domains to enhance analy�cal 

d e p t h ,  o p e r a � o n a l  e ffi c i e n c y,  a n d 

ins�tu�onal learning. One of the key 

innova�ons is the use of AI-driven image 

analy�cs to detect ghost and duplicate 

beneficiaries in welfare schemes. 

· By applying computer vision and facial 

similarity algorithms, auditors can 

automa�cally flag suspicious entries in 

beneficiary databases, enabling targeted 

field verifica�on and reducing leakages in 

public spending. 

· This approach has already shown promise 

in social sector audits and is being 

extended to other schemes such as 

housing and subsidies. 

· To ensure accessibility, SAI India has 

developed an AI tool called “Ar�ficial 

Intelligence” which is a user-friendly 

applica�on, allowing auditors to perform 

image-based verifica�on without wri�ng 

any code.

Another ini�a�ve involves the use of network 

analy�cs for detec�ng collusion in public 

procurement. This methodology combines 

graph theory, the Apriori algorithm (an 

unsupervised machine learning algorithm), 

and en�ty resolu�on to iden�fy pa�erns of 

coordinated bidding behaviour across 

tenders. AI models analyze co-bidding 

n e t w o r k s ,  s h a r e d  i d e n � fi e r s ,  a n d 

transac�onal overlaps to flag poten�al 

cartels. 

· Beyond detec�on, SAI India is now 

integra�ng these analy�cs into its risk 

assessment frameworks, enabling field 

offices to iden�fy high-risk en��es during 

audit planning. 

SAI India's Ini�a�ves on Ar�ficial 

Intelligence in Public Audi�ng

Ajay Yeshwanth, 
O/o The Comptroller & Auditor General of India
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· This marks a shi� from reac�ve to 

proac�ve audi�ng, where AI helps 

priori�ze audit targets based on systemic 

risk indicators. 

· The en�re workflow is being converted 

into a no-code applica�on, empowering 

auditors to conduct complex network 

analysis through intui�ve interfaces.

In collabora�on with Indian Ins�tute of 

Technology (IIT) Madras, SAI India is 

developing a domain-specific Large Language 

Model (LLM)  tai lored to the unique 

requirements of public sector audi�ng. 

Unlike generic AI models, this LLM is being 

custom-trained on internal audit documents 

such as Inspec�on Reports, Dra� Paragraphs, 

Separate Audit Reports, and procedural 

guidelines, enabling it to understand audit-

specific terminology, workflows, and 

compliance logic. 

· The model will power an AI-based audit 

assistant chatbot that provides auditors 

with real-�me access to similar content 

from past audit reports, helps in dra�ing 

memos and paras, and offers contextual 

references  f rom Publ ic  Accounts 

Commi�ee decisions, manuals, and 

circulars. 

· Designed with a secure, self-hosted 

architecture,  the system ensures 

confiden�ality while suppor�ng seman�c 

s e a rc h ,  e d i t o r i a l  g u i d a n c e ,  a n d 

interac�ve document querying. 

· A knowledge graph is  a lso being 

developed to interlink audit en��es, 

rules, and precedents, allowing deeper 

contextual reasoning and structured 

insights. 

· The chatbot interface will be fully no-

code, ensuring that auditors across field 

forma�ons can access and u�lize its 

capabili�es without any technical 

barriers.

· This ini�a�ve not only enhances audit 

produc�vity and standardiza�on but also 

lays the founda�on for future innova�ons 

such as predic�ve risk modeling and AI-

assisted fraud detec�on.

In paral le l  with these technological 

deployments, SAI India has also priori�zed 

capacity building to ensure that auditors are 

equipped to engage meaningfully with AI 

tools and methodologies. 

· In collabora�on with premier ins�tu�ons 

such as IIT Madras and IIT Delhi, 

customized training programs have been 

developed specifically for SAI India, 

focusing on real audit use cases involving 

AI and machine learning. 

· These programs combine conceptual 

grounding with hands-on exposure to AI 

applica�ons in public audi�ng, such as 

anomaly detec�on, predic�ve analy�cs, 

and natural  language processing, 

ensuring that auditors can interpret, 

apply, and cri�cally assess AI outputs in 

their day-to-day work. 

· This strategic investment in human 

capital complements the development of 

no-code applica�ons, crea�ng a robust 

ecosystem where both tools and users 

evolve together to meet the demands of 

modern audi�ng.
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Conclusion

Through these ini�a�ves, SAI India is steadily 

integra�ng Ar�ficial Intelligence into its audit 

ecosystem in a prac�cal and purposeful 

manner. The collabora�on with academic 

ins�tu�ons, combined with in-house 

development and user-friendly tools, reflects 

a measured approach to innova�on, one that 

strengthens audit quality, consistency, and 

efficiency. By embedding AI into its audit 

workflows, SAI India aims to enhance 

evidence-based decision-making and 

contribute to more transparent and effec�ve 

public financial management.
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Ar�ficial Intelligence and Machine Learning in 

Na�onal Projects Audit

Sergei Kolerov and
Andrey Shishlin, 

Accounts Chamber of the 
Russian Federa�on
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DFOG (Duplica�on, Fragmenta�on, Overlap, 

and Gap), BERT (Bidirec�onal Encoder 

Representa�ons from Transformers),

ML (Machine Learning), RF (Random Forest), 

KNN (K-nearest Neighbors), PLSA (Prob-

abilis�c Latent Seman�c Analysis), ROC 

analysis.

Following interna�onal standards (ISSAI 130; 

ISSAI 300) the Accounts Chamber of the 

Russian Federa�on is open to the new and 

strives to introduce innova�ons in its audit 

ac�vi�es, along with the basic principles of 

cri�cal approach, objec�vity and professional 

skep�cism. One of the key innova�ons in the 

work of the Accounts Chamber is the use of 

algorithms based on ar�ficial intelligence 

(AI), including machine learning (ML).

External government audit of na�onal 

projects has been recently developed; 

however, it was considered to be mainly 

focused on non-typical  tasks,  where 

algorithmic op�miza�on does not give the 

necessary effect in terms of scale or carries 

unacceptable consequences of errors. At the 

same �me, considering that the data 

analyzed in the course of na�onal projects 

audits has already reached the big data scale, 

and considering the growing lack of resources 

for their processing, using AI algorithms 

becomes almost inevitable.

Among specific examples of the applica�on of 

AI and ML over the last year in the Accounts 

Chamber within the framework of the audit 

of na�onal projects, let us highlight the 

following.

Por�olio analysis for duplicate en��es

When handling a significant por�olio of 

projects that does not have any standardized 

work decomposi�on structures (events/ 

results/goals handbook), there is a possibility 

of duplica�on of these categories within a 

single project (ver�cal duplica�on) or across 

projects (horizontal duplica�on).

A good chunk of an auditor's work is focused 
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on finding and analyzing those duplica�ons, 

in par�cular, under the DFOG concept 

(Duplica�on, Fragmenta�on, Overlap, and 

Gap)¹.

In some cases, duplica�on is not a nega�ve 

prac�ce: for example, it can reflect standard 

project ac�vi�es applied to different objects 

(such as “engineering surveys” at unrelated 

construc�on projects) or decomposi�on of 

an aggregate indicator (such as “revenue 

growth”).

In general, duplica�on should be a point for 

close a�en�on because it violates the MECE² 

principle and can lead to devia�ons, like 

parallel financing of the same job, clone 

ac�vi�es,  accoun�ng misstatements 

(redundant informa�on, en��es not in line 

with their hierarchy levels, etc.). All these 

phenomena carry risks of unsubstan�ated 

expenditures and incorrect management 

decisions.

The issue of finding duplicates can be solved 

by various applied methods. Perhaps, the 

e a s i e s t  a p p r o a c h  t o  i m p l e m e n t  i s 

tokeniza�on (breaking down into cons�tuent 

elements) of work/events/results/goals 

names into alphabe�cal symbols with 

subsequent comparison based on the 

principle of “everything against everything”. 

The similarity metric in this case is the 

difference between numbers of specific 

symbols in names being compared. The 

advantages of this algorithm are the 

simplicity and interpretability, as well as the 

fact that it can be done in Excel with no extra 

costs. The disadvantages include sensi�vity 

to synonyms, abbrevia�ons, dilu�on of the 

m e a n i n g  b y  ex t ra n e o u s  wo rd s  a n d 

amphibology (double meaning, see, “Eats 

shoots and leaves”).

More complex and advanced algorithms for 

searching duplica�ons are based on other 

metrics, including the Levenshtein distance, 

known in informa�on theory. As an example 

of prac�cal implementa�on of more complex 

algorithms, let us take a look at the Excel 

“Fuzzy lookup” module based on Fuzzy Logic. 

The search for duplicates can be organized in 

a more convenient way by using Excel “Power 

Query”, a fuzzy comparison query merge tool. 

Even more powerful tool for duplicate 

analysis is the AI-based language models like 

BERT (Bidirec�onal Encoder Representa�ons 

from Transformers) which eliminate many of 

the weaknesses of simpler algorithms, in 

par�cular concerning the search for 

synonyms.

If mul�ple duplica�on is expected (in 

par�cular, both ver�cal and horizontal 

duplica�on), clustering is recommended for 

detec�ng unique en��es. If relying on the 

single metric (e.g. Levenshtein distance), 

clustering can be performed by iden�fying 

connected graphs. For example, if duplica�on 

is detected between events A and B and also 

(independently) between events B and C, 

then, by represen�ng the le�ers as points on 

a graph, we can say that the A-B-C graph is 

connected. In this way, a transi�on is made 

from detec�ng duplica�ng pairs to detec�ng 

groups (or clusters) with a certain degree of 

similarity in all en��es within them. Then, a 

managerial ques�on is posed about the 

causes for duplica�on and, possibly, about 

their elimina�on. If we have to cluster using 

1 h�ps://asosai.org/asosai/upload/file/202308/62322.pdf
2 Mutually Exclusive, Collec�vely Exhaus�ve is a managerial principle requiring that the totality of elements should be exhaus�ve and not overlap.
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mul�ple metrics (for example, correla�on 

between planned or actual indicator values 

on top of the Levenshtein distance), 

specialized clustering algorithms may be 

applied, including those using the ML – K-

means, Probabilis�c Latent Seman�c Analysis 

(PLSA), etc.

Admi�edly, no algorithms listed above can 

fully eliminate the subsequent need for 

“manual” analysis, but, according to the 

experience of the Accounts Chamber, they 

reduce the labor intensity by several �mes 

due to the decrease in the amount of 

analyzed informa�on.

Key risk indicator system for na�onal 

projects implementa�on

An important stage in opera�onal analysis of 

na�onal projects is the assessment of 

probability that the events included in them 

wil l  be implemented on �me, which 

ul�mately determines the success of the 

project implementa�on as a whole. In order 

to solve that problem, we have developed a 

set of indicators calculated on the basis of 

credible data taken from periodic project 

status reports,  such as the share of 

milestones achieved on the federal and 

r e g i o n a l  l e v e l s ,  t r e n d s  f o r  t h e i r 

achievements, implementa�on issues 

encountered in previous years, etc. In this 

regard, firstly, there is the task of assessing 

the importance (weight, significance) of each 

of the indicators, and secondly, the task of 

predic�ng the probability of implementa�on 

of an ac�vity (or, conversely, the risk of its 

non-implementa�on).

A possible way to solve the first issue is to 

analyze retrospec�ve data on successful 

implementa�on of measures in connec�on 

with relevant indicators, using various 

approaches, such as the construc�on of 

regressions. The second issue can be solved 

using the Random Forest (RF) ML algorithm³. 

The method consists of developing an array 

of decision trees and using them to calculate 

a number of metrics, including MDI⁴ (mean 

decrease impurity) that can be interpreted as 

improving the model quality when adding a 

certain factor to decision trees.

Once the list of risk indicators has been 

iden�fied and relevant informa�on on them 

has been obtained via periodical monitoring, 

the task of forecas�ng the risk of events 

failure arises. Qualita�ve assessment can be 

done using a scoring model that calculates 

the number of “triggered” indicators. For 

quan�ta�ve assessment of the probability of 

the events'  success,  more advanced 

algorithms have to be used, such as K-nearest 

neighbors, or KNN, a ML algorithm used 

predominantly for classifica�on purposes 

and built around the following principle. If in a 

factor space, among KNN of an unclassified 

point, there are more points of one class than 

another (more “red” points than “purple” 

points, for example), then the unclassified 

point is likely to be “red”.

Using the algorithms described in the context 

of the risk-oriented approach adopted by the 

Accounts Chamber, a system of key risk 

indicators has been created, which enables to 

detect the problema�c events within 

na�onal projects in advance and assess 

3 Breiman, L. Random Forests. Machine Learning 45, 5–32 (2001). h�ps://doi.org/10.1023/A:1010933404324
4 h�ps://scikit-learn.org/1.5/auto_examples/inspec�on/plot_permuta�on_importance.html
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adequate response measures. A dashboard is 

used to visualize risk indicator data in the 

context of projects and relevant events.

The first results of the key risk indicator 

system analysis, based on the ROC-analysis 

methodology⁵ for 2024, indicate good 

predic�ve capabili�es of the model. At the 

same �me, the model needs improvement in 

a number of parameters, in par�cular, 

increase of selec�vity, which can be achieved 

by improving the list of risk indicators used.

The development of the key risk indicator 

system is focused on expanding the range of 

its applica�on, in par�cular, within the audit 

materiality criteria, and includes tasks related 

to improving accuracy and �meliness of 

detec�on of project events at risk of failure: 

development of  new, sc ience-based 

indicators, including those that account for 

events' specifics (construc�on, procurement, 

e t c . ) ,  i n c r e a s i n g  t h e  f r e q u e n c y  o f 

assessments and opera�onaliza�on of 

follow-up audit.

5 See, e.g., Davis, Jesse & Goadrich, Mark. (2006). The Rela�onship Between Precision-Recall and ROC Curves. Proceedings of the 23rd Interna�onal Conference 

on Machine Learning, ACM. 06. 10.1145/1143844.1143874. 
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Transforming Audi�ng with Ar�ficial 

Intelligence

Prof Anil Singh Parihar,
 Delhi Technological University

Introduc�on:

Ar�ficial intelligence (AI) has become a 

general-purpose technology (GPT) in the 

current era. AI is a pervasive technology and 

being used in nearly all fields of industry, 

society, and governance, and audi�ng is not 

an excep�on. Tradi�onally, audi�ng is 

considered a labour-intensive, monotonous, 

and repe��ve task. Tradi�onal audi�ng has 

relied on sta�s�cal sampling techniques and 

manual verifica�on, analysis, and interpreta-

�on of records. The increasing use of 

digitaliza�on and internet is contribu�ng to 

exponen�al growth in data. However, the 

humans are limited by capacity to interpret 

and analyse a huge volume, which creates a 

challenge in uncovering deeper insights. AI 

proves to be highly beneficial in efficient 

analysis and interpreta�on of such a huge 

data.  Thus, auditors leverage advanced AI 

tools and algorithms to analyse large volumes 

of data more accurately and efficiently. These 

AI and Machine Learning (ML) algorithms can 

detect viola�ons in compliance with 

regulatory requirements, detect anomalies, 

and flag poten�al frauds. AI is enhancing the 

reliability and speed of audits, allowing 

auditors to focus on higher-value tasks such 

as strategic analysis and risk assessment.

Use of AI in audi�ng raises concerns about 

data security, ethical use, and model 

transparency. Thus, a careful selec�on of an 

AI model, relevant data, and well-thought-

out interpreta�on with human experts is 

essen�al. Despite these above concerns, AI 

offers significant benefits such as deeper 

insights, anomaly and trend detec�on, risk 

mi�ga�on, and more informed decision-

m a k i n g .  M a n y  fi r m s  i d e n � fi e d  t h e 

opportunity and poten�al of AI in audi�ng 

and started using it. The lead has been taken 

by the big four Deloi�e, PwC, EY, and KPMG to 

develop AI-based pla�orms for audi�ng. The 

smaller firms are not untouched and internal 

audit teams have started exploring and 

adop�ng AI. Moving from tradi�onal audi�ng 

to AI-based audi�ng is a challenging process. 

It requires a strategic transforma�on with 

though�ul planning, skill development, and 

process reengineering. The ar�cle provides 

an overview of AI technologies for core audit 

func�ons, a prac�cal roadmap for transi-

�oning from tradi�onal to AI-empowered 

audi�ng. To set the context, we first review 

the evolu�on of AI prac�ces in both global 

and Indian private audit firms.

Evolu�on of AI use in Audi�ng: 

Audi�ng firms started exploring the use of AI 

and ML to overcome the challenges and ease 

the process of audit. In early applica�ons, 

firms like PwC applied machine learning to 

solve basic audit tasks. Journal entry audi�ng 

is one such task, which has tradi�onally been 

performed manually through sampling. 
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PwC's Halo analyses all journal entries for 

audit using clustering learning and principal 

component analysis¹. Thus, the use of AI tools 

helps in two ways: improving performance by 

scanning all entries and saving �me by 

reducing manual work. It helps auditors to 

focus on high-risk entries thus improves 

efficiency of audit. Deloi�e developed an AI-

powered audit pla�orm Argus to enhance the 

audit process by automated document 

review. It uses natural language processing 

(NLP) and ML algorithms to analyse and 

extract  key insights  from electronic 

documents like invoices, contracts and 

agreements². Argus leverages AI algorithms 

to detect poten�al anomalies in financial data 

and performs predic�on analys is  to 

an�cipate poten�al areas of high risk. The 

complexity of financial reports is increasing 

with requirements of  standards l ike 

Interna�onal Financial Repor�ng Standard 

(IFRS) 16. The ever-growing volume of data 

with complex financial reports is making 

tradi�onal audi�ng even harder to effec�vely 

iden�fy risk and ensure compliance. The 

increasing data with high complexity 

compelling the development of sophis�cated 

AI models for audit. EY developed an AI-

based pla�orm called Document Intelligence 

to extract cri�cal insights for a wide variety of 

electronic documents, include PDFs, Word 

documents, scanned images, and other OCR-

compa�ble  formats .  EY 's  Document 

Intel l igence handles  structured and 

unstructured data using op�cal character 

recogni�on (OCR), and advanced NLP models 

such as BERT to exact key insights.   

EY developed Document Intelligence to 

handle lease audits. This pla�orm combines 

advanced NLP models such as BERT with 

op�cal character recogni�on (OCR) to extract 

key terms and condi�ons from thousands of 

lease contracts, including scanned paper 

documents. The pla�orm improves accuracy 

of audit and speeds up document analysis 

and reduces document review �me by 80%. 

KPMG developed Clara; a cloud-based 

pla�orm built on Microso�'s Azure. It 

provides a real-�me interac�on with audit 

team and client. Clara u�lizes transformer-

based QA models, genera�ve AI and other 

ML-based models to automate the rou�ne 

audit tasks³. It focuses on predic�ve audit 

scoping to iden�fy high-risk areas in audits. 

Bindr Dijker O�e (BDO) has been developing 

AI pla�orms to enhance data analy�cs, 

anomaly detec�on and compliance tes�ng. It 

developed BDO ADVANTAGE, a digital suite to 

empower high quality audit experience⁴. The 

pla�orm uses NLP techniques for smart 

summariza-�on, ML models for anomaly 

d ete c � o n  a n d  r i s k  p re d i c � o n .  B D O 

A D VA N TA G E  u s e s  r o b o � c  p r o c e s s 

automa�on (RPA) tools like UiPath and Blue 

Prism. It is powered by genera�ve AI models 

like GPT-4⁵. Pro�vi� developed AI solu�ons to 

provide end-to-end professional services 

related to blockchain-based digital assets⁶. 

Pro�vi� formed a strategic partnership with 

ConsenSys to provide efficient audits of 

blockchain and digital assets.  

1 PwC, Halo for Journals: Data-Driven Risk Assessment, 2023. [Online]. Available: h�ps://www.pwc.com
2 Deloi�e, Argus AI: The Future of Real-Time Audi�ng, 2023. [Online]. Available: h�ps://www2.deloi�e.com
3 KPMG, Clara: Transforming the Audit with Predic�ve Analy�cs, 2023. [Online]. Available: h�ps://home.kpmg
4 BDO Global, AI and RPA in Compliance Audits, 2022. [Online]. Available: h�ps://www.bdo.global
5 Pro�vi� and ConsenSys, Blockchain Assurance: Smart Contract Audi�ng Framework, 2023. [Online]. Available: h�ps://www.pro�vi�.com
6 Ins�tute of Chartered Accountants of India (ICAI), CAQ Annual Report 2022–2023, Centre for Audit Quality, ICAI, 2023. [Online]. Available: h�ps://caq.icai.org
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Audit Task AI Tools / Models

Data & Anomaly Analy�cs Python, Power BI, Tableau, Scikit-learn

Fraud Detec�on & Monitoring IBM Watson, SAS, Autoencoders, ACL Robo�cs

Audit Planning & Risk Scoring Decision Trees, Oracle EPM, RiskLens

Document & Journal Review Textract, ABBYY, Alteryx, SQL-based engines

Repor�ng & Decision Support ChatGPT, BloombergGPT, Power BI

Internal Controls Tes�ng SAP GRC, Splunk, Exabeam, NLP-based control 

analy�cs

Compliance & Regulatory Mapping BERT, RoBERTa, LogicManager, Deloi�e RegHub

Tax Audi�ng Wolters Kluwer CCH Axcess, Alteryx, NLP for tax laws

Audit Trail Integrity EY OpsChain (blockchain), Azure Sen�nel, 

Elas�csearch

Client Collabora�on & 

Workflow Automa�on UiPath, Power Automate, Teams/Slack Bots

Table-I

It needs well-thought strategic road map. A 

sound understanding of these AI tools and 

techniques is required to develop an AI 

ecosystem in audit firms. To get a familiarity 

with  AI  tools ,  core  audit  tasks  and 

corresponding AI tools/models are presented 

in Table I. These AI and machine learning 

algorithms includes various technologies, 

including machine learning algorithms like 

decision trees and clustering, natural 

language processing models such as BERT 

and RoBERTa, RPA tools like UiPath, and data 

analy�cs pla�orms like Power BI. The core 

audi t  tasks  inc lude audi t  p lanning , 

anomaly/fraud detec�on, risk scoring, 

journal review, internal control tes�ng, 

compliance and regulatory mapping, audi�ng 

repor�ng etc.

Adop�ng AI in Audi�ng:

As discussed in earlier sec�on, AI has 

emerged as a crucial technology in audi�ng, 

s�ll adop�ng it in tradi�onal audit firms is a 

challenge. This ar�cle provides a roadmap to 

adopt AI in a tradi�onal audit firm. 

i. Strategic Alignment: 

Adop�ng AI in audi�ng requires organiza�ons 

to begin with strategic alignment. This 

involves establishing a clear vision for how AI 

will contribute to audit objec�ves, such as 

increasing opera�onal efficiency, enhancing 

AI Technologies for Core Audit Func�ons:

As discussed in the earlier sec�on, AI is 

reshaping the future of audi�ng. It is 

improving the efficiency, accuracy by 

transforming core audit func�ons. However, 

Transforming tradi�onal  audi�ng to

AI-powered audi�ng is not just using another 

technology. 
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fraud detec�on, or achieving compliance 

with evolving regulatory standards. This 

v i s i o n  m u s t  b e  s u p p o r t e d  b y  t o p 

management and well rooted within the 

broader strategy of the organiza�on. 

Complete change from a tradi�onal auditing 

firm to AI-powered audit firm in one go is not 

advisable. The firms should iden�fy the main 

pain points in audi�ng. This will help in 

selec�ng the use cases that resonate with 

core audit challenges. It helps in priori�zing 

investment and demonstra�ng return on 

innova�on. With a well-thought strategic 

alignment and clear star�ng use cases, the 

organiza�on can avoid fragmented pilot 

projects.

ii. Building a Cross-Func�onal Team: 

A dedicated in-house team is vital to drive the 

transforma�on towards an AI-powered audit 

firm. Although AI knowledge is essen�al for 

the team, domain knowledge is equally 

important. The organiza�on must form a 

mul�disciplinary team to combine the 

exper�se of auditors with the AI exper�se 

required to lead the transforma�on. In 

addi�on to the core and AI exper�se, key 

managers of relevant opera�ons may be 

included for smooth transi�on. This cross-

func�onal team plays a pivotal role in aligning 

the adop�on and development of AI 

pla�orms for audi�ng. 

iii. Pilot Implementa�on: 

As discussed under the heading "strategic 

alignment", selec�ng a pilot project aligned 

with broad objec�ve of the audit firm is key to 

its successful transforma�on. The pilot 

project implementa�on is cri�cal step 

towards full-scale AI adop�on. It gives a 

mechanism to validate the effec�veness, 

s c a l a b i l i t y  a n d  a d o p ta b i l i t y  i n  t h e 

organiza�on. The controlled environment of 

pilot project provides understanding of the 

implica�ons of AI in audi�ng. One or two 

small parts of the audit process like checking 

invoices or spo�ng unusual transac�ons can 

be picked up as pilot project. Once a pilot is 

selected, cross-func�onal team can prepare a 

plan to execute the pilot. Auditors present in 

the team ensures the prac�cal relevance, 

transparency and trust of AI model used in 

the process.  Pilot implementa�on reduces 

risk and builds founda�on to full-scale 

adop�on to AI.

iv. Technology Selec�on: 

Selec�ng appropriate AI technology is one of 

the cri�cal phases in the adop�on. It involves 

iden�fying the right AI tools, pla�orms 

aligning with requirements of the selected 

pilot projects. The choice depends on audit 

challenges like analysing contracts, anomaly 

detec�on, risk assessment, compliance etc. 

Once the objec�ve and challenges are fixed, 

the team needs to select from the range of AI, 

ML technologies as listed in Table-I. The team 

should ensure the compa�bility of AI 

technology with exis�ng technology in the 

firm. It facilitates the smooth integra�on with 

exis�ng audit, ERP, and data formats. The 

following check list may be followed in 

selec�ng suitable AI tools and pla�orms:
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· Define objec�ves of the audit

· Iden�fy capabili�es of AI technologies

· Assess the compa�bility with exis�ng 

technologies

· Set the expected accuracy, reliability and 

explainability

· Ensure technology compliance with data 

protec�on laws and regula�ons

· Check the scalability of AI technologies 

across audits and adaptability to various 

audit environments. 

· Perform cost-benefit analysis of licensing, 

training and implementa�on cost verses 

value added through AI.

· Frame a strategy to deploy AI in the 

workflow and train the audit teams.

The management needs to decide whether to 

develop AI capabili�es in-house or adopt 

commercially available AI pla�orms. The big 

firms l ike KPMG developed in-house 

solu�ons like Clara pla�orm with capabili�es 

such as predic�ve analy�cs, audit scoring, 

and interac�ve dashboard. Smaller firms 

normally prefer to adopt commercially 

available AI tools and pla�orms like Caseware 

IDEA, MindBridge AI,  and TeamMate 

Ana ly �cs .  In  add i�on,  other  usefu l 

technologies include ML frameworks like 

PyTorch, TensorFlow, NLP models like BERT, 

GPT for contextual understanding.

v. Workforce Upskilling: 

In transi�on to AI-powered audi�ng, 

upskilling of exis�ng workforce is essen�al, 

especially for audit teams. Key areas for 

upskilling are as follows: 

· Fundamental training on data analysis for 

understanding of data types, data quality 

and data governance. 

· Familiariza�on with core concepts of AI 

and ML to understand how AI systems 

iden�fy pa�erns, anomaly, and risk in 

audit.

· Develop proficiency in AI audit tools and 

pla�orms. Hands on training on these 

tools is key in this process.

· Developing cri�cal thinking and analy�cal 

skills to interpret AI-powered audit 

results and ensure relevancy and 

accuracy.

· Developing the understanding of ethical 

use of AI, audit transparency, and 

compliance implica�ons.

Audit firms are increasingly collabora�ng 

with academic and research ins�tu�ons for 

such kind of upskilling for their workforce and 

bridging the skill gaps.

vi. Process Reengineering: 

AI tools should not be considered just as an 

add-on to audit firms. It should be embedded 

to the lifecycle of audit. There should be 

rethinking about how audit tasks are 

performed and redesign them to take full 

advantage of AI capabili�es. In other words, it 

is transforming the audit workflow into more 

data driven and automated processes. A 

structured approach to process reengineer-

ing is as follows:

· Iden�fy and eliminate manual and 

repe��ve tasks 

· Redesign audit tasks for be�er integra�on 

and adop�on of AI tools and techniques
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· Redefine the role of auditors from low 

value tasks like data collectors to high 

value tasks like insight interpreters and 

risk advisors.

A though�ul process reengineering helps in 

effec�ve and reliable transforma�on to AI-

powered audi�ng. Finally, the process 

engineering enables a firm to perform real-

�me, risk-focused audi�ng.

vii. Governance and Compliance: 

Transforma�on from tradi�onal audi�ng to 

AI-powered audi�ng requires a strict 

governance and compliance framework to 

ensure the responsible and ethical use of AI in 

audi�ng. This mechanism develops trust, 

ensure transparency, accountability and 

regulatory alignment by: 

· Establishing a governance framework 

with clear roles and responsibili�es for 

using AI in the audit firm

· Iden�fying the regulatory and audit 

standards applicable to the audit firms 

and ensure compliance with them.

· Documenting the working of AI model 

used to maintain the transparency and 

explainability.

· I m p l e m e n t i n g  t h e  r i s k  c o n t r o l 

mechanism to detect and mi�gate bias, 

irregulari�es and avoid over dependence 

on AI models.

Firms are encouraged to cons�tute ethics 

commi�ees to review the process on �me-to-

�me basis. 

viii. Scaling and Automa�on: 

A�er successful comple�on of pilots, the next 

step is to scale the AI solu�ons across the 

audit  func�ons of  the organiza�on.  

Remember, scaling is not just a replica�on of 

pilots across the all-audit func�ons. A 

systema�c approach is required to iden�fy 

and integrate what could work for broader 

audit func�ons.  For efficient scaling, the firm 

need to advance from successful pilots to 

standardised modular components, which 

can be generalized to other audit func�ons. 

These reusable and configurable AI modules 

can ensure consistent audit performance and 

reduce the duplicate efforts. The scaling 

should involve a balanced mix of central 

governance and local flexibility. The central 

governance ensures the consistency in 

founda�on AI models, architectures, data 

security and other policies and compliances. 

On the other hand, local flexibility is 

important to cater the need of specific 

func�onality required for a industry or 

regulatory. 

In addi�on, the firms should focus the 

automa�za�on of repe��ve tasks such as 

documenta�on valida�on, compliance 

tes�ng, data extrac�on and forma�ng. In 

other words, robo�c process automa�on 

(RPA) may be used to reduce digital labour 

along with AI modules, which are used to add 

digital intelligence.

ix. Con�nuous Improvement: 

Transforma�on of tradi�onal audit firm to AI-

powered audit firm is not one-�me process. It 

is a con�nuous improvement and needs 

regular updates. The audit firms should keep 

checking accuracy in various audit tasks, 

processing speed, client sa�sfac�on, and 

false posi�ves reported. AI is fast growing 

field and task that seems impossible today, 

may become reality in future. The firms 

should be con�nuously exploring and 
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adop�ng new AI tools and technologies. 

Feedback from auditor is very cri�cal for such 

con�nuous improvements. 

Conclusion:

Ar�ficial intelligence provides an opportunity 

to enhance the efficiency and effec�veness of 

the process across the key areas of audit. The 

big audit firms have taken a lead in u�lizing AI 

for audit process and developed automated 

pla�orms. Smaller firms are also moving in 

the same direc�on, but rela�vely with lower 

pace. This ar�cle presented a prac�cal road 

map to transform a tradi�onal audit into an 

AI-powered audit firm. The ar�cle focused on 

key steps like strategic alignment, AI tool 

selec�on, process reengineering and 

implementa�on. A well-planned and phase-

wise approach can help the firm to become 

leader in AI-powered audi�ng. 
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4 1972 essay called “More Is Different” by Nobel prize-winning physicist Philip Anderson

Scaling and Emergence in Ar�ficial 

Intelligence - Path ahead for audi�ng

Rahul Kumar,
O/o The Comptroller & Auditor General of India

Extrapola�ng the spectacular performance of 

GPT-3 into the future suggests that the 

answer to life, the universe and everything is 

just 4.398 trillion parameters¹.

Geoffrey Hinton, Nobel Prize Winner 2024 

In the winter of 2017, barely six months a�er 

Google scien�sts had unveiled the now 

famous "transformer” architecture, in a now 

popular paper called “A�en�on is all you 

need²”,  a  young junior engineer at OpenAI 

named Alec Radford set himself a quiet 

weekend project. Rather than transla�ng text 

from one language to another, Radford asked 

the model to guess the next word in seven 

thousand out of print English novels: 

romances, detec�ve books, specula�ve 

adventures, covering the full domain of 

human knowledge. He coded and gave no 

grammar rules, no style guide, only stories. 

The network obliged, and with one word, 

then another, then whole paragraphs that 

seemed to have a rhythm, that it had never 

been taught. It showed sparks of something 

new, something faintly spooky, that had 

emerged. Radford's �nkering lit the fuse that 

would become GPT-2, GPT-3, and eventually 

ChatGPT, along with a growing suspicion that 

large models don't merely scale in size but 

acquire unexpected abi l i�es³.  I t  did 

something that it was never programmed to 

do. 

Emergence and Scaling - “Emergence is when 

quan�ta�ve changes in a system result in 

qualita�ve changes in behavior⁴.” Emergence 

is a concept deeply rooted in AI now, 

describes how intricate, higher-level 

proper�es manifest when a model is trained 

beyond a threshold. The incredible power 

u n l e a s h e d  by  s ca l i n g  A I  m o d e l s  to 

unprecedented sizes is the primary catalyst 

for these emergent abili�es. However, this 

power comes with inherent unpredictability 

and new categories of risk.
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5Figure1 : As model scale increases linearly (on X Axis), new abili�es suddenly

emerge at thresholds in leaps (Y Axis). From unscrambling words to acing mul�lingual QA, models like

PaLM, Chinchilla, GPT- 3 cross invisible thresholds and gain intelligence.

The postulates for their emergence rest on a 

concept known as Scaling. A surprisingly 

predictable rela�onship (also referred as 

Scaling Laws)⁶ has been found: if one 

massively increases the scale of three key 

ingredients, the model's performance and 

emergent abili�es skyrocket.

1. Model Size (The Brain): This refers to the 

number of "parameters⁷" in the model, 

which are like the knobs and dials that the 

AI adjusts during training. It is es�mated 

thatGPT-2 in 2019 had 1.5 bill ion 

parameters and the very popular GPT-3 in 

2020 had 175 billion. The models of today 

are es�mated to have over a trillion. 

2. Data Size (The Library): The volume of 

text, images, or code the model learns 

from. We've gone from curated datasets 

to scraping huge swathes of the public 

internet which is an unprecedented 

amount of informa�on (like Common 

Crawl).

3. Compute Power (The Engine): The raw 

processing power which is used for 

training. This is one of the most significant 

investment areas for tech companies, 

involving massive centers of specialized 

computer chips running for weeks or 

months, which is called as training. 

5 h�ps://arxiv.org/pdf/2206.07682. For more, may read about the debate of usage of con�nuous and non-con�nuous variables usage on measuring the  

performance of the models.
6 h�ps://arxiv.org/abs/2001.08361 Kaplan . Further reading , see the Chinchilla Paperh�ps://arxiv.org/abs/2203.15556
7 Parameters in an AI model are like knobs the model adjusts while learning, so it can make be�er guesses or decisions over �me.
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10Figure : This figure demonstrates the fundamental "scaling laws" in machine learning, showing how model

performance (measured by valida�on loss on the y-axis) improves predictably as 

computa�onal resources increase (x-axis shows compute in PetaFLOP/s-days).

But is this all approach a random chance, or is 

there a method to this AI madness?  In 2020 

OpenAI scien�sts, Jared Kaplan, Sam 

McCandlish and the enigma�c Ilya Sutskever⁹ 

p lo�ed the error  rate  of  dozens  of 

transformer models against three inputs: 

Figure 2 and 3⁸ show the trend of the increase of the Compute and Datasets over the years,

in what is o�en described as 'exponen�al' growth.

parameters, data tokens, and compute �me. 

The result looked very strangely aligned, and 

a graceful power-law curve emerged (The 

graph below). It was found that a predictable 

improvement of performance based on these 

components/inputs was discernable . 

8 h�ps://epoch.ai/data/notable-ai-models .
9 h�ps://arxiv.org/abs/2005.14165  Language models are few shot learners 
10 h�ps://arxiv.org/abs/2005.14165
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The Ver�cal Axis (Valida�on Loss): It can be 

thought of as "Error Score" on the test. A 

lower score is be�er, meaning the AI is 

making fewer mistakes. 

The Horizontal Axis (Compute): This is the 

"Amount of Time" or computer power used 

to train the AI. The further to the right, the 

more �me and energy were spent training.

The Colorful Wiggly Lines:  Each line 

represents a different AI model being trained. 

The color tells you the size of the model's 

'brain'. Therefore, the Dark purple/blue lines 

are smaller AI models. Bright green/yellow 

lines are very Large AI models.

What the Graph Shows: and why does it 

ma�er: The main point is very simple, that 

the more you train an AI (moving right), the 

be�er it gets (the lines go down), and 

therefore predictability of increasing the 

model trainings and making new mega data 

centers for the same. This gave the 

reassurance to the big technological players 

and researchers to start inves�ng heavily in 

the AI models and trainings¹¹.

However, scale does not give only posi�ve 

benefits. As the models grow, they also pick 

up capabili�es which are inaccurate as well as 

dangerous.  A phenomenon which is 

discussed mostly, in context of recent LLM 

based models, is called 'hallucina�ons', 

where the false informa�on is presented with 

seemingly accurate demeanor and cita�ons. 

The problem is a double-edged sword, where 

these incredibly powerful systems, give 

outputs that require enhanced verifica�on 

and cannot be directly applied to cri�cal 

systems and sub systems.

Audi�ng AI Systems:

Earlier, when an IT System or Pla�orm was 

used by the government or a business, the 

methods for audi�ng were standard and gave 

the required assurance. The auditors could 

use the Rules, also test it to make sure it 

worked as expected. Most importantly, the 

creators of the Systems usually understood 

exactly how it behaved, and its ac�ons could 

be traced back to specific lines of code.

However, modern AI is different where this 

classical approach faces problems. The 

powerful AI models are like 'black boxes' and 

its difficult to see why they make certain 

decisions. In this scenario it is unclear how 

can we truly know if these systems are safe? 

How do we ensure they are fair and doing 

what they're supposed to do? Emergence 

makes AI behavior less predictable, which in 

turn makes oversight much harder. This is 

exactly why a new field called "AI audi�ng and 

assurance¹²" is now becoming so vital. A 

robust framework of AI audi�ng will also 

allow the deployment of AI systems more 

trustworthy, and in turn lead it to be used 

widespread.

An AI audit, broadly speaking, is a systema�c 

evalua�on of an AI system's design, 

implementa�on, and effects. As stated by the 

GAO, the rapidly evolving pace of AI makes it 

necessary to establish a framework to 

independently verify AI systems¹³. An AI audit 

framework provides a toolkit for evaluators 

(be they government inspectors, external 

auditors, or internal compliance teams) to 

ask the right ques�ons and gather evidence 

about an AI system's behavior. Audi�ng 

11 h�ps://www.forbes.com/sites/chriswes�all/2025/06/24/ai-investment-represents-new-gold-rush-for-investors-entrepreneurs/
12 h�ps://cag.gov.in/uploads/media/Ar�ficial-Intelligence-Strategy-Framework-issued-by-CAG-of-India-068515070c7da65-91395536.pdf
13 h�ps://intosaijournal.org/journal-entry/gao-groundbreaking-framework-for-ai-accountability
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forces a closer look at outcomes and impacts, 

not just inten�ons. For example, a public 

agency might deploy an AI system to help 

determine eligibility for a social program. The 

code isn't a simple set of rules; it's a machine 

learning model that emerged from training 

on historical data. Emergent behavior also 

means AI can change or “learn” new tricks 

even post-deployment (for instance, through 

online learning, or simply by being used in a 

new context). This makes con�nuous 

monitoring crucial. A one-�me approval of an 

AI system isn't enough; ongoing audits or 

evalua�ons need to catch emerging issues 

early.

There are various frameworks of AI audi�ng, 

however for comprehensive understanding 

of the AI audi�ng ecosystem, one can look in 

life cycle approach, wherin, first, the training 

data itself can be examined by scanning 

through trillions of data to catch biases, 

copyrighted material, toxic content, and 

private informa�on that shouldn't be there in 

the training data set. Then comes behavioral 

tes�ng, where you try to break the trained 

model through red teaming (a�empts to 

bypass safety measures) and (structured 

benchmarking against standards to see how it 

performs on those standards)¹⁴. The third 

stage then looks at how the model gets into 

real products. This can be done  by checking 

whether there are appropriate content 

filters, human oversight for cri�cal decision 

systems, and safety features that can't be 

easily manipulated by users. Finally, the last 

layer for analysis is of the societal layer, which 

brings methods to assess the broader effects: 

environmental costs, job market impacts, 

power concentra�on, and poten�al for 

misuse like disinforma�on campaigns. These 

layers feed into each other constantly so a 

societal problem might reveal a system flaw 

or a design flaw that traces back to behavioral 

issues rooted in the original training data, 

making this more of a con�nuous loop. 

It is also crucial to understand that all aspects 

of these audits cannot be done just by the 

tradi�onal 'Auditors' .  It  wil l  require 

deployment of technical teams by external 

auditors, transparency norms and internal 

audits and red teaming etc.

SAI Audits of AI :

Globally, various SAIs are assessing the 

Audi�ng Framework for AI. The Netherlands 

led the way with its 2021 Audit Framework for 

Algorithms¹⁵, which they applied to audit nine 

government AI systems in 2022, finding that 

only three met basic requirements while six 

had significant issues with bias, data 

handling, or performance monitoring¹⁶. The 

UK's Na�onal Audit Office has focused on 

building auditor exper�se and created an 

interna�onal "audit catalogue" with five 

other countries¹⁷. This catalogue¹⁸ covers the 

lifecycle of an AI project and includes 

checklist also. Canada is taking a regulatory 

approach with its proposed Ar�ficial 

Intelligence and Data Act, which would 

mandate independent audits of high-impact 

14 h�ps://openai.com/index/advancing-red-teaming-with-people-and-ai/
15 h�ps://english.rekenkamer.nl/publica�ons/reports/2021/01/26/understanding-algorithms
16 h�ps://intosaijournal.org/journal-entry/experiences-on-audi�ng-algorithms-and-ar�ficial-intelligence-in-the-dut ch-government/ #:~:text=Process%20of% 

20audi�ng%20algorithms
17 h�ps://www.nao.org.uk/insights/how-to-audit-ar�ficial-intelligence-models
18 h�ps://www.nao.org.uk/insights/how-to-audit-ar�ficial-intelligence-models
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AI systems, while the US Government 

Accountability Office published an AI 

Accountability Framework in 2021¹⁹ with four 

key pillars: governance, data, performance, 

and monitoring.

SAI India has brought out a comprehensive 

document on AI Strategy Framework²⁰  which 

provides structured guidance on the 

adop�on and on integra�on of AI tools and 

techniques across the audit lifecycle. The 

f r a m e w o r k  a l s o  u n d e r s c o r e s  k e y 

considera�ons related to ethical use, data 

privacy, model governance, and capacity 

building. Also, in tandem, a massive capacity 

building ini�a�ve to upskill the workforce in 

coopera�on with the leading ins�tu�ons of 

AI, is being done on a large scale. This would 

enable an AI skilled workforce which can 

deploy the strengths of AI in audi�ng as well 

as be competent to conduct audits of AI 

systems .

Conclusion :

In 2025 the debate  around AI swings 

between  the “existen�al risk”²¹ and  the 

“unlimited²² boon²³”. However the debates 

on emergence should invite a quieter, more 

empirical stance  that the  technology is s�ll 

char�ng its  own space,  and neither 

enthusiasts nor scep�cs can predict every 

turn. Therefore, the safest strategy is to insist 

on con�nuous evalua�on and assessment, by 

the  plot  of curves, watching for steps, and 

t re a� n g  e a c h  n ew  l e a p  a s  b o t h  a n 

apprecia�on as well as an audit trigger. Our 

ins�tu�onal response must be equally 

scalable and flexible enough to stretch with 

the next billion parameters.

The machines will keep climbing their 

staircase. The auditor's task is perhaps to 

keep the searching, light pointed upward, to 

prevent any stumbles .

19 h�ps://www.gao.gov/products/gao-21-519sp
20 h�ps://cag.gov.in/uploads/media/Ar�ficial-Intelligence-Strategy-Framework-issued-by-CAG-of-India-068515070c7da65-91395536.pdf
21 h�ps://www.youtube.com/watch?v=Yd0yQ9yxSYY Please read further on by  Eliezer Yudkowsky
22 h�ps://www.darioamodei.com/essay/machines-of-loving-grace
23 h�ps://blog.samaltman.com/the-gentle-singularity
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The Face of the Machine: How 

Computers Recognize Us

Anil Goyal,
O/o The Comptroller & Auditor General of India

When I started earning in the late 1990s, one 

of my earliest dreams was to own a digital 

camera. It felt like the height of modern living 

— capturing moments not on film, but as 

data. I finally bought one in the early 2000s 

and treated it like a prized possession. But 

within a few years, smartphones took over. 

What was once a luxury gadget soon became 

just another feature in every pocket. The 

digital camera faded quietly, but the 

technology behind it — digital imaging — 

became part of almost everything we use 

today, from phones and laptops to security 

systems and even doorbells.

That simple act of taking a photo has since 

grown into something far more powerful. The 

same technology that helped us store 

memories now helps machines iden�fy 

p e o p l e ,  ve r i f y  i d e n� � e s ,  a n d  e ve n 

understand emo�ons. Ar�ficial Intelligence 

(AI) and Machine Learning (ML) drive this 

change. They enable computers not just to 

record what they see, but to interpret it — 

deciding whether the person in front of them 

is you, a stranger, or someone on a watchlist. 

From airports and offices to social media and 

shopping apps, AI quietly runs in the 

background, connec�ng the physical and 

digital worlds in ways we barely no�ce.

But with such progress comes new worries. 

Every �me a face is scanned or stored, 

ques�ons arise — who owns this data, how 

securely is it kept, and what else might it be 

used for? The same tools that make travel 

smoother or phones safer can also blur the 

line between convenience and intrusion. As 

AI con�nues to learn and adapt, we must find 

a careful balance between using technology 

for good and protec�ng personal privacy. The 

real challenge is not just how smart our 

machines becomes, but how wisely we use 

them.

How Machines First Learned to See

To understand how computers reached this 

stage, it helps to recall how they first learned 

to “see.” In the early days, computers were 

blind — they could only process numbers and 

text. The idea of digital vision began when 

scien�sts started represen�ng images as 

grids of �ny dots, or pixels, each carrying a 

Figure 1: Digi Yatra signboard at airport
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value for brightness or color. From simple 

black-and-white shapes to full-color digital 

photos, machines gradually learned to 

handle images the way we see the world. 

Techniques like color processing and 

compression helped store and share huge 

amounts of visual data efficiently. These 

developments laid the founda�on for what 

we now call computer vision — the science 

that allows machines not just to capture an 

image, but to understand it. And it's on this 

founda�on that facial recogni�on was built — 

where computers moved from seeing faces to 

recognizing who those faces belong to.

When Machines Started Recognizing Us

As this technology matured, it began to slip 

quietly into our everyday lives. What started 

as a technical challenge in laboratories is now 

part of ordinary experience — when we 

unlock our phones with a glance, pass 

through airport gates without showing a 

�cket, or get automa�cally tagged in a photo 

on social media. These things feel effortless, 

almost magical. Yet behind that magic lies a 

fascina�ng mix of mathema�cs, computer 

vision, and ar�ficial intelligence working 

together to make sense of visual data in real 

�me.

Even though computers had learned to store 

and display images, that alone didn't mean 

they could understand them. To a machine, 

an image is s�ll just a grid of numbers — 

millions of pixels arranged in rows and 

columns. It can tell the brightness or color 

value of each pixel but has no idea whether 

those values together form a tree, a cat, or a 

human face. Teaching a computer to detect 

what's inside an image requires another layer 

of intelligence — one built on mathema�cal 

models that can iden�fy pa�erns, shapes, 

and rela�onships among pixels. This is where 

computer vision truly begins: when numbers 

start turning into meaning.

Step 1: Object Detec�on – Teaching a 

Computer to Spot Things

Before a machine can recognize a face, it must 

first detect it as an object within an image. 

Think of object detec�on as a game of “I Spy” 

for machines. Just as a child looks for familiar 

objects in a clu�ered room, computers scan 

images to locate items of interest. 

Imagine standing at a crowded railway sta�on 

and trying to spot your friend in the crowd. 

Your brain does not check every detail; 

instead, it looks for pa�erns—maybe the 

bright red jacket your friend is wearing or 

their height compared to others. Computers 

work in a similar way, but instead of jackets or 

hairstyles, they look for visual pa�erns made 

up of pixels.

Computers achieve this, using feature 

extrac�on. A feature is simply a dis�nct, 

measurable pa�ern—like an edge, corner, or 

texture. For instance:

Figure 2  : Binary, Grayscale and colored

versions of same image.
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 o A football can be recognized by its 

round shape and pentagonal patches.

 o A stop sign is recognized by its 

octagonal outline and red color.

 o A face is recognized by its unique 

arrangement of eyes, nose, and 

mouth.

Over �me, with enough examples, algorithms 

learn to detect objects even when they are 

rotated, par�ally hidden, or seen in different 

ligh�ng. Object detec�on is not limited to 

faces—it powers everything from conver�ng 

handwri�en notes to text to detec�ng 

vehicles in traffic/overspeed detec�on 

cameras.

Step 2: The Viola–Jones Breakthrough – The 

First Prac�cal Face Detector

Detec�ng faces was once one of the toughest 

problems in computer vision. In 2001, Paul 

Viola and Michael Jones introduced a 

breakthrough algorithm that changed 

everything. Their method relied on Haar-like 

features—pa�erns of light and dark areas. 

Figure 3 : Image source-Edge detec�on in Cassini

astronomy image using Extreme Learning Machine

For example:

 o The eye region tends to be darker 

than the cheeks.

 o The bridge of the nose is usually 

lighter than the surrounding areas.

The algorithm scanned the image with small 

rectangular filters to detect these contrasts. 

But here's the challenge: analyzing every 

possible region in an image would have been 

painfully slow. Imagine checking every square 

inch of a football stadium for a friend—it is 

imprac�cal.

This is where the cascade classifier came 

in—a clever idea that worked like a security 

checkpoint:

 o Quick, simple tests ruled out obvious 

non-faces (like flat walls).

 o If a region passed, it went through 

more detailed tests.

 o Only the most promising candidates 

reached the final stage.

This hierarchy allowed the system to detect 

faces in real �me—even on ordinary 

computers of the early 2000s. Soon, digital 

cameras adopted it, enabling automa�c face 

detec�on for be�er focus and exposure.

Figure 4 : Haar like features in Human face
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Figure 5 : 68 landmarks of human face-

by Brandon Amos

Figure 6 : HOG map from input image

Think of a �cket checker at a stadium. They 

first glance at your �cket to see if it even 

resembles the correct format. If it looks 

wrong, you are waved away. If it looks fine, 

they check more carefully. This layered 

approach saves �me—just like the cascade 

classifier.

The algorithm was so efficient that it became 

the backbone of early face detec�on in 

webcams, point-and-shoot cameras, and 

even early social media pla�orms. For the 

first �me, machines could “see” faces fast 

enough to be useful in everyday life.

Step 3: HOG – Seeing the World Through 

Edges

While Viola–Jones was groundbreaking, it 

had limita�ons. It struggled with �lted heads, 

poor ligh�ng, or side profiles. Enter the HOG 

( H i s to g ra m  o f  O r i e nte d  G ra d i e nt s ) 

method—a technique that changed the game 

by focusing on edges and their direc�ons 

rather than brightness or color.

Imagine tracing the outlines of facial features:

  o Eyebrows form horizontal edges.

  o The nose creates ver�cal edges.

  o The chin forms a curved edge.

HOG divides an image into �ny cells and 

records which direc�ons the edges point in 

each one. These are then combined into a 

“map” of the face. 

This map acts like a fingerprint of the face's 

structure, making detec�on more reliable.

It's like sketching a cartoon. Even if you draw 

only the outlines of the eyes, nose, and 

mouth, people can s�ll recognize it as a face. 

HOG does the same by focusing on outlines 

instead of fine details.

Unl ike Viola–Jones,  which rel ied on 

brightness pa�erns, HOG could handle 

varia�ons in ligh�ng and pose be�er. It 

became popular  in  appl ica�ons l ike 

pedestrian detec�on in self-driving cars and 

security systems.
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Step 4: From Detec�on to Recogni�on – 

Pu�ng a Name to the Face

Detec�ng a face is one thing. Recognizing 

who the face belongs to is another. This 

process is similar to how a human official 

ver ifies  someone's  iden�ty  us ing  a 

photograph on an ID card. The machine does 

something similar, but with math.

This happens in three steps:

 o :  Once a face is Face Encoding

d e t e c t e d ,  ke y  l a n d m a r k s  a re 

iden�fied: the distance between the 

eyes, the curve of the jawline, the 

length of the nose, etc. Modern 

systems can measure 60–128 such 

features.

 o :  These Vector  Representa�on

f e a t u r e s  a r e  t u r n e d  i n t o  a 

mathema�cal  vector (a l ist  of 

numbers). This vector is unique to the 

i n d i v i d u a l ,  j u s t  l i ke  a  d i g i ta l 

fingerprint.

 o : When a new face is Comparison

scanned, its vector is compared to 

those in the database. If two vectors 

are close enough (using measures like 

Euclidean distance), it is a match.

Think of this like matching handwri�ng 

samples. Two signatures do not have to be 

iden�cal, but if they share enough similari�es 

in shape, size, and spacing, you can conclude 

they belong to the same person.

Step 5: Deep Learning – When Machines 

Teach Themselves

The real leap in facial recogni�on came with 

deep learning, especially convolu�onal 

neural networks (CNNs). Unlike HOG or 

Viola–Jones, which rely on human-designed 

rules, CNNs learn the features themselves.

Given thousands of labeled images, a neural 

network gradually learns what makes one 

face unique. It might detect subtle pa�erns 

we humans overlook, like �ny differences in 

skin texture or the way shadows fall across 

cheekbones. This has made facial recogni�on 

incredibly accurate—even under poor 

ligh�ng, at different angles, or as people age.

Think of a passport control system at a busy 

interna�onal airport. Ini�ally, it relied on 

human officers comparing photos with 

faces—a process easily �red and error. But 

modern systems use facial recogni�on 

powered by deep learning. Over �me, these 

systems have scanned millions of faces, 

learning to dis�nguish subtle differences: the 

curve of a smile, the spacing of the eyes, or 

even how aging affects facial features. Just as 

an experienced immigra�on officer develops 

an ins�nct  for  spo�ng mismatches, 

convolu�onal neural networks (CNNs) build 

e x p e r � s e  b y  l e a r n i n g  f r o m  v a s t 

datasets—becoming very accurate at 

iden�fying individuals across ligh�ng 

condi�ons, angles, and expressions.

Conclusion: The Human Reflec�on in the 

Machine's Eye

Facial recogni�on is not just about teaching 

machines to see faces. It's about teaching 

them to recognize iden�ty, uniqueness, and 

presence. From Viola–Jones' rectangles to 

today's deep learning advances, the journey 

reflects both human crea�vity and our 

hunger to make machines more like us. Yet, 

the technology also holds up a mirror: it 

forces us to ask how much recogni�on we are 

comfortable with, who gets recognized, and 

who controls the data.

Just as every face tells a story, every step in 

this technological journey tells us something 

about ourselves, our crea�vity, our values, 

and our vision of the future.
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Harness the Power of Voice AI: 

Prac�cal Projects in Speech 

Recogni�on, Synthesis, and Control

Piyush Tiwari,
O/o The Comptroller & Auditor General of India

Introduc�on	

Imagine stepping inside a classroom at the 

Interna�onal Centre for Informa�on Systems 

and Audit  ( iCISA).  Curiosity fil ls  the 

atmosphere as par�cipants from La�n 

America, the Middle East, and Africa come 

together for a session on audit using the 

emerging technologies. As the faculty 

commences their presenta�on of insights, 

the real-�me cap�ons greet every learner in 

their own language, while the voice of a warm 

interpreter reads the content aloud for 

visually impaired par�cipants.

The vision described so far should not be 

considered as a futuris�c idea or a flashy tech 

showcase. This idea, though not yet a reality 

at iCISA, is single-handedly achievable 

through the TTS and automa�c STT 

conversions made possible by Python. So 

these are Python-assisted developments that 

are quietly making their way forward. 

Till now, human translators and Wordly, 

Zoom live translator, and Microso� translator 

have been used to bridge language divides. 

These yielded wonderful results, especially 

with the Spanish and Arabic sessions, though 

scaling and customiza�on remained a 

challenge. With speech-to-text and text-to-

speech being woven into our training 

workflows, we are now building e-learning 

modules that are mul�lingual, literally 

speaking! These modules, once born, can be 

read and heard, were also interact with a few; 

thereby keeping the learning environment 

more inclusive and accessible. 

In an era where cross-border training and 

global  col labora�on are vital ,  these

AI-powered technologies help ensure no 

par�cipant feels le� out due to language or 

accessibility barriers. They transform the 

learning experience into something more 

human, more inclusive, and more adaptable. 

At iCISA, we have seen these tools bringing 

transforma�onal changes in terms of training 

worldwide. The tools not just break down the 

language barrier; they also humanize the 

learning experience. With the research 

expanding into regional languages like 

Marathi, Hindi, Telugu, Punjabi, and Kannada, 

the area of learning poten�al is further 

broadened. 

So now let us take a tour of how these tools 

are engineered, with Python, and the 

tangible difference they are making in public 

sector capacity building. 
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(ii) Tools, IDEs and AI Models used:

S. No.  Project Tools Used What It Does

1 Text-to-Speech (TTS) gTTS, Gradio Converts wri�en text into spoken 
audio  that  can  be  p layed  or 
downloaded.

2 Speech-to-Text (STT) Speech Recogni�on, Handles real-�me and recorded 
  OpenAI Whisper audio, conver�ng it into text. 

3 Speech-to-Speech Transformers, gradio, Translates a language speech into  
 Transla�on librosa,  spoken another language using AI-
   based speech synthesis.

4 Mee�ng Transcriber DeepSeek Generates wri�en transcripts and 
 & Summarizer  concise summaries from recorded 
   audio.

5 Voice Command Gradio, Speech Used to load pre-trained models 
 Recogni�on Recogni�on, for automa�c speech recogni�on
  transformers (by (ASR). Enables voice-ac�vated 
  Hugging Face) control of systems such as ligh�ng 
   and temperature.

Methodology

The use of voice processing tools is certainly 

not a one-�me affair. Rather, it is a con�nuous 

adapta�on process, facilitated through 

machine learning algorithms. Let us now look 

at the way Python paves the way for these 

intelligent implementa�ons.

(i) TTS and STT?

Text-to-Speech (TTS): Converts wri�en text 

into spoken audio. Useful for narra�ng 

documents, presenta�ons, or no�fica�ons.

Speech-to-Text (STT): Converts spoken 

language into wri�en text.  Ideal for 

transcribing mee�ngs, interviews, or 

lectures.
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(iii) Bringing Voice AI to Life: Real-World 

Projects in STT, TTS, and Beyond

(a) Conver�ng Text into Voice-A Natural 

Voice for Words

The Text-to-Speech System takes plain text as 

an input and processes it to generate spoken 

audio of a natural nature or voice. The 

evolu�on of this exercise starts when the user 

enters a phrase or paragraph via an interface. 

Raw input passes through preprocessing 

steps that remove noise such as unwanted 

punctua�on, irregular capital iza�on, 

abbrevia�ons, and inconsistent date 

forma�ng. Abbrevia�ons are expanded, 

symbols are converted into words, and other 

conversions might be performed to aid in an 

accurate synthesis.

The preprocessed input text is used in 

l inguis�c analys is  to  separate word 

boundaries, syntax, and phone�cs. Based on 

this informa�on, conversion into phonemes 

or a spectrogram is performed according to 

the model architecture being used. These 

spectrograms usually indicate a visual 

representa�on of sound frequency over �me 

and are sent to a neural vocoder such as 

WaveGlow or Tacotron to generate the 

waveform. The sound output would be made 

available to the user for direct playback or to 

download for use-offline, thus offering a user-

friendly solu�on of expressive voice outputs.

Use-cases:

 1. Real Time Language Transla�on

 2. Voice Command Recogni�on for IoT 

Devices

 3. Medical Transcrip�on

 4. Virtual Assistants & Chatbots

 5. Automa�c Sub�tle Generator

Result 1: AI Text to Speech Convertor (Interface and Output) 
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(b) Speech to Wri�ng :  Making Interac�ve 

Transcripts

The speech-to-text or STT transcrip�on 

system is by design made to generate highly 

accurate wri�en transcripts from raw audio 

recordings. To start off, any user submits 

voice input in either recording mode or 

upload mode. This audio undergoes  ini�al

preprocessing ,  which includes noise 

reduc�on and Voice Ac�vity Detec�on (VAD) 

to isolate the spoken segments and remove 

silence or background distrac�ons.

During and a�er the preprocessing phase, 

acous�c features are extracted. In the generic 

manner of  speech recogni�on, Mel-

Frequency Cepstral Coefficients (MFCCs) are 

extracted, which carry spectral character-

is�cs specific to the u�erance. These 

u�erance-specific features are then fed into 

the deep-learning-based acous�c model to 

transform them into phonemes, which are 

basic sound units of a language. The language 

model then comes into play to basically bring 

in more context and grammar to the mix so it 

can polish the mapping from phonemes to 

words and generate a coherent transcrip�on. 

Finally, this transcrip�on is presented to the 

user in a complete and readable form, ready 

for export or further review.

Upload Audio: Allows users to upload an 

exis�ng audio file (e.g., MP3, WAV).

Record Audio: Enables users to record speech 

directly using their microphone.

Technical limita�ons: 

 1. Misinterpreta�on of Accents and 

Dialects

 2. Lack of Emo�onal Tone

 3. Background Noise

Result 2: AI Speech to Text Convertor (Interface and Output)
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(c) From Speech to Speech Seamlessly: The 

Breaking of Language Barriers

This speech-to-speech transla�on system 

begins when the user uploads or records 

audio, usually in MP3 file format, using the 

Gradio interface. A�er receiving the input, 

the system loads the audio using Librosa, 

which also resamples the audio to 16 kHz for 

standard processing. The next step then 

involves recognizing the speech, wherein the 

OpenAI Whisper ASR model is used to 

transcribe the English speech into text with 

very high accuracy.

This English text is then fed into a transla�on 

module using MarianMT that transforms the 

content into Spanish. The Spanish text is fed 

into a TTS-engine—the Google TTS—that 

converts it into spoken Spanish. The response 

is then given to the user as Spanish text and 

corresponding speech, along with an 

acknowledgment of successful execu�on. 

This transla�on-from-speech-to-speech 

pipeline elegantly fuses ASR, machine 

transla�on, and TTS in real �me.

System Architecture and Workflow:

Ÿ Automa�c Speech Recogni�on (ASR): 

The system begins by loading the input 

audio file using librosa. The Whisper-small 

ASR model (openai/whisper-small) is used 

to transcribe English speech into text.

Ÿ Neural Machine Transla�on (NMT): The 

transcribed English text is tokenized using 

MarianTokenizer and translated into 

Spanish using the Helsinki-NLP/opus-mt-

e n - e s  m o d e l  f ro m  H u g g i n g  Fa c e 

Transformers. The model generates a 

Spanish transla�on from the tokenized 

input.

Ÿ Text-to-Speech (TTS):  The translated 

Spanish text is passed to , which gTTS

synthesizes the speech and saves it as an 

MP3 file using a unique filename.

User Interface: Built with Gradio Blocks, the 

interface allows users to upload or record 

English audio, click a translate bu�on, and 

receive:

ü the transcribed English text,

ü the Spanish transla�on,

ü a playable/downloadable Spanish 

audio file,

ü and a status message indica�ng 

success or failure.

Output and Applica�ons: The system 

outputs:

ü English transcrip�on of the input 

audio,

ü Spanish transla�on in textual format,

ü Spanish audio generated from the 

transla�on.
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Result 3: Speech to Speech Convertor (Interface and Output) 

(d) AI-Powered Mee�ng Transcriber and 

Summarizer

This system captures, transcribes, and then 

s u m m a r i zes  m ee� n gs  u s in g  s p eec h 

recogni�on and natural language processing 

techniques. The process begins when the 

user records or uploads some audio from a 

mee�ng session. The audio is then prepared 

by applying noise reduc�on and Voice 

Ac�vity Detec�on to remove any segment 

that does not contain speech, so as to analyze 

only the actual content that was spoken.

Once cleaned, the audio is passed into a 

speech-to-text engine like Whisper, which 

produces a word-by-word transcrip�on.  Post 

transcrip�on, a summarizing model takes the 

en�re printer-ready text and extracts key 

points, ac�on items, and topics discussed. 

The summarizer shortens the very long 

mee�ng transcript into a concise summary 

capturing all important issues. Finally, this 

summary is presented alongside the full 

transcrip�on to the end user who can read it, 

save it, or export it into final documenta�on.

By automa�ng both transcrip�on and 

summariza�on, the tool reduces manual 

note-taking and ensures consistency in 

documen�ng discussions. It finds prime 

u�lity in environments where informa�on 

needs to be delivered quickly.
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(e) AI-Based Voice Commanding System 

Recogni�on

In voice-controlled systems, speech-to-text is 

one of the most commonly used and 

recognized technologies. The integra�on of 

ar�ficial intelligence enables devices to 

interpret human speech and convert it into 

ac�onable commands. 

An AI pipeline a�empts to analyze, interpret, 

and respond to voice commands in real �me. 

It ini�ates when a user speaking a command 

into a microphone or uploading a recorded 

audio clip. Once the audio has been input to 

the system, it gets preprocessed by removing 

noise from the background and isola�ng 

human voice through Voice Ac�vity 

Detec�on (VAD). 

Features represen�ng the key characteris�cs 

of input audio such as MFCCs are then 

extracted for interpreta�on. The feature sets 

are then analyzed through a pair of acous�c 

and language models.  An acous�c model 

essen�ally transforms feature vectors into 

phonemes, whereas language models 

operate on higher-level units to infer the 

meaning of the spoken command through 

contextual cues. Once the spoken phrase is 

recognized and converted into text, it is 

decoded into a specific ac�on or system 

response. A Text-to-Speech system can be 

invoked to generate a spoken reply, 

comple�ng the voice interac�on loop with 

the user.
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Result 5: Command Voice Recogni�on System (Interface and Output)

U�lity in Audit and Capacity Building 

Context:

Ÿ Enhancing Inclusivity in Training

 Mul�lingual Transcrip�on: STT tools can 

transcribe lectures delivered in English 

and translate them into Spanish, Arabic, 

and other languages in real �me, 

suppor�ng global par�cipants.

 Accessible Content Delivery: TTS can 

read documents aloud for par�cipants 

with visual challenges or language 

comprehension difficul�es.

Ÿ Mee�ng Documenta�on and Review

Convert audit exit mee�ngs or training 

discussions into text transcripts using STT for 

documenta�on, review, and archival 

purposes.

Translate transcripts into mul�ple languages 

for use by foreign audit delegates.

Ÿ E-learning Content Crea�on

Use T TS to  generate  voice-over  for 

presenta�on decks or e-modules.

STT enables automa�c cap�oning/sub�tling 

for recorded sessions, aiding non-na�ve 

English speakers.

Ÿ Assis�ve Audi�ng in Field Environments

Field auditors can dictate findings during site 

visits, and STT tools can transcribe them into 

structured reports.

TTS systems can read complex legal or policy 

documents aloud for quicker comprehension 

during audits.
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Challenges and Ethical Considera�ons

Data Privacy: Audio data, especially in an 

audi�ng environment, may contain sensi�ve 

informa�on. Use of open-source or cloud-

based services must ensure adequate data 

security protocols.

Language Accuracy: Errors may creep into 

a u t o m a t e d  t ra n s l a � o n  a n d  s p e e c h 

processing, especially for accents or dialects, 

and hence, should be subjected to manual 

verifica�on. 

Conclusion: Why This Ma�ers in the AI Era

Scrip�ng Python-based TTS and STT tools into 

audit training and opera�ons is the kind of 

low-cost, high-impact applica�ons that AI 

and ML offer. They remove linguis�c and 

accessibility barriers while increasing 

produc�vity, documenta�on, and the 

effec�veness of training. As AI technology 

con�nues to develop, these tools will form 

the core of  a  modern,  d iverse,  and 

technology-driven audit ecosystem.

These tools aren't just convenient—they're 

changing lives. . From assis�ng persons with 

disabili�es to smart homes and virtual 

assistants, voice tools make technology 

human with the aid of Python so�ware.

As the fields of AI and ML grow infinitely more 

sophis�cated, so does a voice technology 

that is becoming more precise, �mely in 

response, and emo�onally intelligent. It is no 

longer simply about words. It is about intent, 

emo�on, context.

Python in turn gives developers an accessible 

gateway to build these intelligent systems-if 

they so choose. The best part is, most of them 

are open-source, and they keep ge�ng 

be�er, thanks to the global AI community.

Things to check:

Ÿ  Audio Quality: 

Good quality audio input signifies ge�ng 

accurate results in voice AI projects; hence 

clear recordings from good microphones 

should be used in a silent environment. 

Before inpu�ng the audio into any model, 

though, preprocessing should be applied, 

such as noise reduc�on, scrubbing silence, 

resampling-universally resample audio to 16 

kHz-its volume normaliza�on. At least 

implemen�ng some or all of these will give 

one the cleanest input possible, thus 

pos i�ve ly  affec�ng  the  accuracy  of 

t ra n s c r i p� o n ,  s p e e c h  sy nt h e s i s ,  o r 

transla�on.

Ÿ Language Detec�on:

Modern mul�lingual voice-applica�ons 

require the assessment for the accuracy of 

the language detec�on; that way, the correct 

model can be selected for transcrip�on or 

transla�on. Training a machine learning 

system to detect the language spoken early in 

the pipeline is especially useful when one is 

faced with a myriad of different forms of user 

input. Consequently, the pipeline can route 

the audio accordingly, thereby enhancing the 

level of accuracy and efficiency of your whole 

system.

Ÿ Segmen�ng Long Audio Inputs:

Segmen�ng lengthy audio into smaller parts 

helps manage memory and processing 

efficiency under constrained resources. It 

also provides manageable chunks to the data, 

where the model is apt to apply itself and deal 

with processing for each segment individually 

correctly. Execu�on of preprocessing tasks, 

such as feature extrac�on and speech 
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enhancement, is then also improved when 

performed on consistent segments, thereby 

increasing overall performance.

Future Scope: Where AI Voice Tech Is 

Headed

The future is voice-first. Here's what we can 

expect:

Ÿ Smarter Interac�ons: Voice tools will not 

only respond but an�cipate and predict 

user needs.

Ÿ Be�er Mul�lingual Support: Regional 

language models are improving fast, 

enabling broader access.

Ÿ Integra�on with AI Chatbots: TTS and STT 

will power more natural conversa�ons in 

customer service.

Ÿ Real-Time Voice Transla�on: Bridging 

l a n g u a g e  b a r r i e r s  i n  g l o b a l 

communica�on.

Ÿ Voice-Ac�vated IoT: Homes, cars, and 

even healthcare devices will respond 

intelligently to speech.
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Ar�ficial Intelligence and Machine 

Learning:  Pioneering the Future of 

Credit Insurance and Surety

Le Cong Thien Dung,
State Audit of Vietnam

 Introduc�on

The tenth issue of PursuIT arrives at a 

moment when the global economy is rapidly 

digi�zing. Emerging technologies such as 

Ar�ficial Intelligence (AI) and Machine 

Learning (ML) are no longer confined to 

research laboratories—they are influencing 

decis ion-making across  a l l  levels  of 

enterprises. For credit insurers and surety 

professionals, who must evaluate financial 

stability, predict risk, ensure compliance, and 

engage with clients efficiently, these 

technologies offer transforma�ve oppor-

tuni�es.

AI and ML are ushering in a new era where 

human intelligence and machine capabili�es 

can work hand-in-hand. This essay discusses 

their relevance in the credit insurance and 

surety industry, ci�ng recent research, case 

studies, and global trends.

Understanding AI and ML: Defini�ons and 

Differen�a�on

Ar�ficial Intelligence is defined as "the 

simula�on of human intelligence processes 

by machines, especially computer systems" 

(Russell & Norvig, 2020). These processes 

include learning, reasoning, problem-solving, 

and language understanding.

Machine Learning, a subset of AI, involves 

algorithms that enable systems to learn from 

data and improve performance without being 

explicitly programmed (Mitchell, 1997).

Key ML techniques include:

Supervised learning (using labeled datasets)

Unsupervised learning (finding hidden 

pa�erns in data)

Reinforcement learning (learning by trial and 

error)

These techniques are increasingly being 

deployed in financial services, par�cularly in 

risk-heavy domains like credit insurance.

AI/ML in Credit Insurance and Surety: Real-

World Applica�ons

(i) Risk Assessment and Underwri�ng

Tradi�onally, underwriters relied on financial 

statements, credit ra�ngs, and sectoral 

reports. AI now enhances this process 

through:

Predic�ve Analy�cs: ML models can forecast 

the probability of default based on financial, 

behavioral, and macroeconomic data.

Sen�ment Analysis: AI tools can analyze 

news ar�cles, press releases, or even social 



Interna�onal Centre for Informa�on Systems and Audit

10th edi�on e-Journal - PursuIT 92

media to gauge market sen�ment about a 

company or sector (Choudhury et al., 2021).

Dynamic Risk Scoring: Instead of relying on 

sta�c annual reviews, AI enables real-�me 

risk monitoring and model recalibra�on 

based on new data inputs.

Example: Allianz Trade (formerly Euler 

Hermes) uses an AI-powered business 

intel l igence pla�orm to analyze the 

creditworthiness  of  over  80 mi l l ion 

companies globally (Allianz Trade, 2022).

(ii)  Claims Processing and Fraud Detec�on

ML algorithms are par�cularly effec�ve in 

detec�ng pa�erns that might indicate 

fraudulent ac�vity:

Anomaly Detec�on Algorithms: These 

iden�fy outliers in claims data which may 

suggest fabricated or inflated losses.

Natural Language Processing (NLP): NLP is 

used to read and evaluate claims narra�ves, 

iden�fying inconsistencies or exaggerated 

descrip�ons.

Computer Vision: AI tools can assess the 

authen�city of scanned documents and 

photographic evidence.

Case in point: Lemonade Inc., a US-based 

insurtech, uses AI to process claims in as li�le 

as three seconds, reducing administra�ve 

costs and improving user experience 

(Lemonade, 2020).

(iii)  Customer Experience and Engagement

AI-driven personaliza�on is improving how 

insurers interact with clients:

Chatbots powered by NLP can handle rou�ne 

queries 24/7.

Recommenda�on Engines tailor insurance 

products to client needs.

Voice Recogni�on Tools aid in verifica�on 

and enhance accessibility.

T h e s e  a p p l i c a � o n s  b u i l d  s t r o n g e r 

rela�onships between insurers and clients, 

offering rapid service and reducing fric�on in 

policy issuance or renewal.

Strategic Benefits of AI/ML Integra�on

Implemen�ng AI and ML offers several 

advantages to insurers:

When deployed responsibly, AI can:

Ÿ Flag suspicious claims using dynamic, 

pa�ern-based systems.

Ÿ Offer tools for ethical underwri�ng and 

claim assessment.

Ÿ Prevent tragedies through early warning 

systems based on social and financial 

stressors.

Ÿ Protect the integrity of the credit 

insurance and surety ecosystem.

But as powerful as these technologies are, 

they must be guided by human wisdom, 

empathy, and a strong moral compass.
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Ethical and Regulatory Considera�ons

(i)  Data Privacy and Protec�on

The deployment of AI requires large datasets, 

many of which include sensi�ve personal or 

financial informa�on. Compliance with data 

protec�on laws such as the General Data 

Protec�on Regula�on (GDPR) in the EU and 

the Informa�on Technology Act in India is 

essen�al.

(ii)  Bias and Fairness

AI systems may reflect or even amplify biases 

present in their training data. This can lead to 

unfair discrimina�on in underwri�ng or 

claims assessment.

Solu�on: Adopt Explainable AI (XAI) models 

which allow human users to understand the 

logic behind automated decisions (Gunning & 

Aha, 2019).

(iii)  Transparency and Accountability

Insurers must ensure transparency in 

decision-making and be able to audit AI-

driven processes. Regulatory bodies such as 

the Insurance Regulatory and Development 

Authority of India (IRDAI) have begun 

evalua�ng AI usage in insurance to ensure 

compliance and consumer protec�on.

Challenges in AI/ML Adop�on

Despite its poten�al, several challenges 

hinder the widespread adop�on of AI/ML:

Data Silos: Many legacy systems are not 

designed for real-�me data sharing.

Talent Shortage: There is a global shortage of 

professionals with dual exper�se in insurance 

and data science.

High Implementa�on Costs: Developing 

custom AI solu�ons can be expensive and 

�me-consuming.

T h e s e  c h a l l e n ge s  re q u i re  s t rate g i c 

investments in technology infrastructure, 

partnerships with insurtechs, and upskilling 

of exis�ng staff.

Future Trends: What Lies Ahead?

(i)  Integra�on with Blockchain

AI combined with blockchain could create 

smart surety bonds, enabling automa�c 

verifica�on and execu�on of contractual 

obliga�ons.

Benefit Descrip�on

Efficiency Automates rou�ne 

Gains processes such as data 

 entry, underwri�ng, and 

 document verifica�on.

Improved AI reduces human error 

Accuracy and bias, leading to more 

 consistent and accurate 

 outcomes.

Real-Time Enables insurers to make 

Decisioning near-instantaneous risk 

 assessments, even in 

 vola�le markets.

Cost Reduc�on Opera�onal overheads 

 drop as manual processes 

 are replaced or  

 augmented by automated 

 workflows.

Scalability AI solu�ons can be applied 

across global opera�ons 

w i t h o u t  p ro p o r � o n a l 

increases in human capital 

requirements.
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(ii)  Real-Time Economic Intelligence

Future AI models will integrate real-�me 

e c o n o m i c  i n d i c a t o r s ,  g e o p o l i � c a l 

developments, and ESG metrics into credit 

scoring.

(iii)  AI-Powered Ecosystems

Insurers will likely develop AI-enabled 

pla�orms that connect brokers, reinsurers, 

and clients in a seamless digital ecosystem.

(iv)  Regulatory Sandboxes

Countries like India and Singapore are already 

launching regulatory sandboxes to test AI-

based insurance solu�ons in controlled 

environments (IRDAI, 2023).

The Role of iCISA and the Alumni Network

Organiza�ons like iCISA are pivotal in bridging 

t h e  g a p  b e t w e e n  i n n o v a � o n  a n d 

implementa�on. The publica�on of PursuIT 

fosters cross-border knowledge exchange, 

showcases best prac�ces, and strengthens 

the alumni network.

iCISA can further drive the AI/ML conversa-

�on by:

Hos�ng webinars and conferences on 

emerging tech in credit insurance

Encouraging co-authored research between 

alumni and academics

Promo�ng ethical AI adop�on through policy 

dialogues

As alumni, we are custodians of industry 

wisdom and innova�on ambassadors. Our 

collec�ve efforts can shape a responsible and 

resilient AI-driven future.

Conclusion

Ar�ficial Intelligence and Machine Learning 

are transforming the contours of the credit 

insurance and surety industry.  From 

underwri�ng and fraud detec�on to 

customer engagement and beyond, these 

technolog ies  offer  too ls  to  manage 

complexity and create value.

As we celebrate the tenth issue of PursuIT, let 

us reaffirm our commitment to learning, 

sharing, and collabora�ng. Through iCISA and 

its vibrant alumni network, we can con�nue 

to lead the industry into a smarter, more 

connected, and ethical digital future.
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AI and Stress Management:

A Medico perspec�ve

Dr Mohd Suhail Fazal,
O/o The Comptroller & Auditor General of India

Stress has become a common issue affec�ng 

internal and physical health which in turn is a 

major  cause of  psychophys io log ica l 

disorders. According to the American 

Psychological Associa�on (APA, 2022), 77% of 

grown-ups report having stress- related 

phys ica l  symptoms,  whi le  73% face 

psychological problems such as anxiety and 

depression¹. 

India faces a growing mental health problem, 

with one in seven Indians suffering from 
 psychological disorders² (WHO, 2022). India 

has only 0.75 psychiatrists per 100,000 

people³ (NIMHANS, 2023). 

It's also important to men�on that a certain 

degree of stress is beneficial and required for 

coping, which is called "Eustress", but a�er a 

 

certain level, it becomes distress. Hence, it is 

per�nent to use stress management rather 

than stress reduc�on. 

AI-powered internal health chatbots to 

biofeedback wearables, technology is 

transforming how we can manage with stress 

as management involve coping, not merely 

suppressing stress.

How AI empowering the Stress 

Management 

1. AI- Powered Mental Health Chatbots 

AI-driven chatbots like Woebot etc., give 24/7 

emo�onal support, using Natural Language 

Processing (NLP) to engage in remedial 

conversa�ons. These bots use Cogni�ve 

Behavioural Therapy  (CBT, a set of therapies 

affec�ng the thought process to produce 

modified behavioural output), offering 

management strategies and mood tracking. A 

Stanford University study (2021) found that 

users of Woebot endured a significant 

reduc�on in anxiety and depression within 
4

two weeks . 

Wysa (Bengaluru- based) Uses AI and CBT in 

Hindi, Tamil, and English, showing 38% stress 

reduc�on in TCS workers. 

1 American Psychological Associa�on (APA)(2022). Stress in America: Mental health crisis. 
2 World Health Organiza�on (WHO) (2022). Mental health in India: One in seven affected. 
3 Na�onal Ins�tute of Mental Health and Neurosciences (NIMHANS). (2023). Psychiatrist deficit in India: Annual report. 
4 Stanford University (2021). Woebot efficacy study: AI chatbots for anxiety and depression reduc�on. Journal of Medical Internet Research (JMIR). 



Interna�onal Centre for Informa�on Systems and Audit

10th edi�on e-Journal - PursuIT 96

YourDOST (IIT-Madras spin-off) AI triage 

system directs users to counsellors a�er 

assessment as per their needs. 

Government's "Manodarpan" chatbot 

handles examina�ons stress for more than

15 million students annually (NCERT, 2023) 

2. Wearable AI Devices for Stress Monitoring 

Smartwatches use AI to track heart rate 

variability (HRV), sleep pa�erns, and stress 

levels. Research in JMIR Mental Health (2023) 

found that these wearables reduced 

perceived stress by 23% in high-pressure 

professionals⁵. BeatO's diabetes- stress link 

AI cau�ons users whenever blood sugar 

shoots up, correla�ng with stress⁶ (Indian 

Journal of Endocrinology, 2023). 

3. AI in Medita�on and Awareness Apps 

Apps like Headspace, Calm, and Muse use AI 

to provide medita�on sessions grounded on 

personal needs. Muse's AI- powered headset 

provides real- �me EEG feedback to enhance 

effec�veness of medita�on sessions. A study 

published in Fron�ers in Psychology (2022) 

showed that AI- guided medita�on reduced 
7cor�sol  (steroidal hormone produced by 

adrenal glands and directly correlated with 

stress) levels in blood by 20%. Art of Living's

"Sanvello for India" adapts Western CBT to 

Ayurvedic principles. 

4. Virtual Reality (VR) and AI for Stress 

Management 

AI- enhanced VR surroundings (e.g., Tripp, 

Healium) produce immersive relaxa�on 

experiences through visual illustra�ons and 

interac�ve commands. A Harvard Medical 

School (2023) trial found that VR reduced 

workplace stress⁸ by 40%. 

5. AI in workplace Stress Management

Companies use AI tools like Microso� Viva 

Ins ights  to  iden�f y  employee  work 

exhaus�on and suggest breaks. Deloi�e 

(2023) reported that AI- driven workplace 

wellness programs increased produc�vity⁹ by 

18%. 

Further studies from medical journals 

A. Harvard Medical School & University of 

California (2020) trial with Woebot

(AI chatbot) showed a 27% reduc�on in 

stress hormones (cor�sol)  among 

medical students¹⁰ over 4 weeks (Journal 

of Medical Internet Research). 

B. Johns Hopkins School of Medicine (2021) 

AI analysis of heart rate variability (HRV) 

from wearables (e.g., Fitbit) predicted 

stress spikes in nurses with 92% accuracy, 

enabling real- �me interven�ons¹¹. 

C. Yale School of  Medicine (2023) -

AI- powered VR exposure remedy 

reduced Post trauma�c stress disorder 

(PTSD) related stress by 50%, validated via 

MRI scans showing lowered amygdala 

hyperac�vity¹². 

5 JMIR Mental Health (2023). Wysa's impact on stress reduc�on in TCS workers. 
6 Indian Journal of Endocrinology(2023). BeatO's AI- driven stress- diabetes correla�on alerts. 
7 Fron�ers in Psychology (2022). AI- guided media�on and cor�sol reduc�on. 
8 Harvard Medical School. (2023). VR medita�on for workplace stress Clinical trial results. New England Journal of Medicine, 25(1). 
9 Deloi�e. (2023). AI- driven hand hear�ness programs and produc�vity earnings. Global Human Capital Trends Report. 
10 Journal of Medical Internet Research. (2020). Woebot and cor�sol reduc�on in medical scholars (Harvard/ UC Trial). 
11 Johns Hopkins School of Medicine. (2021). AI- predicted stress spikes. Nature Digital Medicine. 
12 Yale School of Medicine. (2023). VR exposure remedy for PTSD, JAMA Psychiatry. 
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Benefits of AI in Stress opera�on 

A. Avai labi l i ty  –  Avai lable Any�me, 

anywhere (no therapist wait �me).

B. Personaliza�on – Adapts to existent/ 

unique stress triggers. 

C. Cost-Effec�ve – Cheaper than tradi�onal 

cura�ves. 

D. Data-Driven – Tracks progress over �me 

to be used in real- �me.

Limita�ons and Ethical concerns

 A. Lack of human Touch – AI cannot 

completely replace human therapists, 

par�cularly in cases of delicate and 

resistant cases or mul�ple diagnoses. 

Lack of empathy is also a concern while 

using AI based solu�ons.

B. Data breach and privacy issues – There's 

a possibility that sensi�ve internal health 

data could be misused. 

C. Algorithm Bias – There are chances that 

AI may not work well for all demo-

graphics. Most AI tools are designed for 

Western individualism, which need to be 

trained for more localized data. 

Conclusion 

AI has opened new avenues in stress 

management, offering tools that are 

accessible, substan�ated, and effec�ve. 

Though it cannot replace tradi�onal therapy 

en�rely, it serves as a complementary tool in 

stress management. Par�cularly for India, it 

provides the opportunity to bridge internal 

h e a l t h  g a p ,  b u t  s u c c e s s  r e q u i r e s 

hyperlocaliza�on (conforming to the local 

standards/norms/data), Public-private 

par�cipa�on for affordable access and hybrid 

model of Human-AI. 

Metric AI Solu�ons Tradi�onal Therapy

Availability 24/7 Scheduled appointments

Cost  Cheaper Costly

Response Time Immediate Days-weeks

Personaliza�on Algorithm-driven Clinician-judged

Severe Cases Supplemental Primary treatment

Compara�ve Effec�veness¹³: AI vs Tradi�onal Methods

13 HealthTech Monitor. (2023). rela�ve efficacity of AI vs. tradi�onal remedy. Annual Review of HealthTech.



Interna�onal Centre for Informa�on Systems and Audit

10th edi�on e-Journal - PursuIT 98

Commemorative

Lecture to mark

the Foundation of

iCISA- A Summary



Interna�onal Centre for Informa�on Systems and Audit

10th edi�on e-Journal - PursuIT99



Interna�onal Centre for Informa�on Systems and Audit

10th edi�on e-Journal - PursuIT 100

Governing through AI, Governing AI 

(synopsis of speech)

Dr. Lawrence Liang, Professor,
Dr B.R. Ambedkar University Delhi

The Algorithmic Age: Naviga�ng the 

Precipice of AI's Promise and Peril

We stand on a precipice, between the 

possibili�es of enormous possibili�es and 

poten�al that we see in AI. And at the same 

�me, the a�endant risks that accompany it. If 

there is one word that has transformed our 

lives in the last one year, it's the word 

ChatGPT.

AI has been around for a very long �me, but 

it's only with the emergence of ChatGPT that 

it's really entered, in a way, the popular 

consciousness of people.

The Games that Changed the Game: 

Kasparov, Deep Blue, Sedol, and AlphaGo

In the 1970s, a philosopher, Herbert Dreyfus, 

wrote a book called “What Computers Can't 

Do” and concluded that computers were so 

primi�ve that they couldn't even beat the 

most novice of human chess players- an 

example of how computer intelligence is 

inherently limited.

In 1996, Garry Kasparov, regarded as one of 

the greatest chess players ever to have played 

the game, took on IBM's machine Deep Blue 

in a six match tournament. Kasparov saved 

the honor of human species by defea�ng 

Deep Blue. A media commentator poe�cally 

declared this that the day of reckoning had 

been postponed.

On May 11th, 1997, there was a rematch 

between Kasparov and Deep Blue. Kasparov 

lost the tournament to Deep Blue. This game 

was a turning point in the development of AI. 

What did this event achieve?

It had cracked a formula that had evaded the 

computer industry for a long �me. It 

combined the computa�onal power with the 

brute force of algorithms, along with big data, 

combined with the machine's ability to learn. 

In other words, all the components that we 

associate with AI.

Far more than chess, the popular Asian game 

“ ”, played on a 19 x 19 grid, was considered Go

to have more elements that mimic human 

thought. Mathema�cians had declared that 

Go was such a complex game that it required 

intui�on and not merely rule.

In 2016, AlphaGo, developed by Google, had 

beaten the world's greatest  player from Go

South Korea, Lee Sedol. The DeepMind team 

that developed AlphaGo won the inaugural 

Marvin Minsky medal for the outstanding 

achievement in AI. 
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Beyond Games:  The  R ise  of  Image 

Recogni�on and its Double-Edged Sword

The ability of machines to recognize images 

has remained one of the holy grails of AI 

development.

An important milestone, in this regard, has 

been the ability of computers to recognize 

images through 'Convolu�onal Neutral 

Networks'.

In 2012, a convolu�onal network called 

A l ex N e t  w o n  t h e  I m a g e N e t  V i s u a l 

Recogni�on Challenge by trawling through 12 

million images to develop a program that 

would accurately recognize images.

When humans are asked to do Visual 

Recogni�on Challenge, out of 100 cat images 

95 cat images were correctly iden�fied.

In 2015, a Microso� algorithm achieved 96% 

accuracy, surpassing the human ability to 

iden�fy Cat images.

T h i s  te c h n o l o g y  a l l o w s  A m a zo n  t o 

recommend products. It also allows a phone 

to be unlocked by recognizing a face. But 

most importantly, AI development associated 

with this technology is responsible for the 

driverless car. 

However, a majority of these technologies 

are also being put to use for surveillance, 

either by the state or by large corpora�ons.

The Exponen�al Age: Confron�ng the Scale 

of Technological Change

A realis�c assessment of what lies ahead has 

to be precondi�oned on where we are. And 

where are we?

Jamie Susskind, in a book called “Future 

Poli�cs”, argued that one cannot think about 

poli�cs without thinking about technology.

He provided us with a very useful survey 

about technological transforma�on that we 

are  witness ing.  He argued that  the 

exponen�al growth in computa�onal power 

wil l  have a profound implica�on on 

governance. 

So from ChatGPT to DeepSeek, we are in an 
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era where the arms race of our �me is AI and 

the two major countries with a huge stake in 

the pie are The US and China.

It means a lot to the world to think about 

what this new arms race, driven by the Nvidia 

chip, etc. is and how do we par�cipate in it?

Utopia or Dystopia? Naviga�ng the 

Extremes of the AI Narra�ve

There are two different ways of thinking 

about where we are.

There is, on the one hand, the techno utopian 

view of AI as an unprecedented force of 

p r o g r e s s ,  e ffi c i e n c y  a n d  h u m a n 

empowerment, and the dystopian that 

everything is going to change and be 

destroyed. The truth, of course, l ies 

somewhere between the two.

While believes that AI is techno utopianism 

going to enhance crea�vity, eliminate tedious 

labor, and solve global challenges ranging 

from climate change to diseases and poverty, 

the  says that AI is dystopian argument

poten�ally leading in a way to human 

obsolescence or human ex�nc�on. It warns 

that AI driven misinforma�on, surveillance, 

autonomous weapons will erode democracy 

and human rights, and super intelligent AI 

c o u l d  b e c o m e  u n c o n t r o l l a b l e  a n d 

ungovernable.

So, on the one hand, Jeff Bezos, on the 

op�mis�c side of things, argues that you have 

to learn to trust technology and things will 

sort themselves out. 

Contras�ng view is presented by Kai-fu Lee, 

one of the pioneers of text recogni�on in 

Apple, who in his book says “AI Superpowers” 

that - there is no doubt that there is going to 

be a churn and the churn is going to be felt. He 

predicts that almost 50% at a conserva�ve 

es�mate of jobs are going to be threatened by 

AI. He further says that we are going to be 

replacing white collar workers.

The business as usual argument would argue 

that there is nothing new about this. The 

history of  modernity is  a history of 

automa�on, and the history of automa�on is 

about the replacement of older jobs with 

newer jobs. But the other side of the 

argument is that history can only be trusted if 

it is a mul�ple recurrence of a similar event, 

not if it is a seismic or a paradigma�c shi�.
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Paradigm Shi�s and the Limits of Historical 

Analogies

Thomas Kuhn, a philosopher of science and 

t e c h n o l o g y,  a r g u e s  t h a t  t h e r e  a r e 

incremental changes, and then there are 

paradigma�c changes. The paradigma�c 

changes are the changes that completely 

transform all the rules of the game. For 

i n s ta n c e ,  t h e  I n d u st r i a l  re vo l u � o n 

fundamentally overcame even the limita�ons 

of human muscle power. 

Something equally interes�ng is happening 

right now as we are overcoming the 

limita�ons of our minds.

Ray Kurzweil, in a book called “The Singularity 

is Near” states that singularity is the point at 

which the machine overtakes the human or 

the biological. He says that we are almost 

there today with AI & ML enabling us to 

surpass the limita�ons of human brain and 

cogni�on.

This will have a profound economic impact 

especially in terms of white collar work that 

will now be increasingly under threat. This 

will undoubtedly be one of the biggest 

challenges facing governments worldwide.

The Techno-Poli�cal Landscape: Reframing 

Classical Ques�ons of Governance

Technology  and governance  have  a 

considerable interface as pointed out by 

German media theorist Friedrich Ki�ler who 

says that poli�cal systems are created by 

technological systems. He looks at an 

instance of the emergence of Hitler, and he 

asks whether Hitler could have emerged 

without two technologies, the loudspeaker 

and the radio, which were crucial in the 

making of a leader like him. 

In today's context, this raises a series of 

ques�ons such as-

How does the rise of the algorithms 

transform governance and how does AI alter 

tradi�onal concep�ons of poli�cal authority 

and legi�macy?

How do digital iden��es, surveillance and 

class and datafica�on reshape what it means 

to be a ci�zen?

I n  w h a t  w a y s  d o e s  t e c h n o l o g i c a l 

infrastructure create new forms of control, 

freedom, coercion, dependence that 

challenge our tradi�onal understandings?

How do digital pla�orms and algorithmic 

media�on transform the idea of democra�c 

delibera�on, Public reason and poli�cal 

representa�on?

How can state sovereignty be reconfigured in 

an era of global technological networks?

How does this technological AI era transform 

ideas of conflict, warfare, surveillance?

These are ques�ons that are key to AI 

Governance.

AI Governance in India: The Need for 

Transparency, Accountability, and Equity

In the Indian context, if we look at the domain 

of AI governance, a well wri�en document of 

2019 by NITI Aayog, lays out the “Na�onal 

Strategy for AI”.  One of the important 

aspects under discussion would be - How 

governance i s  t ransformed through 

infrastructures of AI and the deployment of AI 

in the core func�oning of governance and its 

implica�ons.

In many ways, the role of AI in governance, 

par�cularly through some key areas at the 
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moment such as automated welfare systems, 

predic�ve policing, the domain of taxa�on, 

etc. goes beyond the ques�on of efficiency 

and streamlining. There is a paradigma�c 

shi� where governance is being embedded 

within opaque technological frameworks.

Governance has always been about rules and 

about laws. Algorithms are also about rules 

and laws. However, algorithms operate in 

ways that are invisible and very o�en 

unaccountable to the public. Decisions made 

by AI systems are shaped by values of those 

who design them. So technology is not a 

neutral system. It's designed with par�cular 

values.

But the ques�on is how do you make that 

accountable?

Professor of law in Harvard called Larry Lessig 

argues that there are four major modes of 

regula�on- Laws, norms, markets and code or 

architecture. He adds that today we have 

moved away from the domain of law to the 

domain of code, and says code is law. 

We are now at a point where we really see 

code take on the func�on of the older modes 

as a way of regula�on. Once code emerges as 

law, it is enforced not by human actors, but by 

digital systems. Very o�en it works on a 

preven�ve rather than a puni�ve logic, 

forcing compliance rather than punishing 

transgression.

So what is the rela�onship then between 

tradi�onal  ideas of  governance and 

accountability and these new market 

technological forces that are opaque to us as 

consumers?

To cite an example, we are all familiar with the 

phenomenon of surge pricing. However, we 

only see this as a ma�er of convenience, 

ignoring the fact that liberty is not going to be 

lost to an autocra�c state. Liberty is going to 

be lost to convenience. 

And all of us, in a way, are par�cipants in that 

compromise of our own liberty. Algorithms 

now access essen�al resources from credit 

scores, housing applica�ons, insurance 

premiums to job screening. And one of the 

ques�ons that arises is what happens to 

algorithmic bias? 

In the long run, in the societal context, when 

we are thinking about sharp differences that 

divide any country on the basis of gender, 

caste, religion, etc., what will algorithmic bias 

consist of? How then do we think about 

q u e s � o n s  o f  a c c o u n t a b i l i t y  a n d 

transparency?

The Social Credit System: A Cau�onary Tale 

Social credit is an idea of accumula�ng the 

various data points of an individual as a 

ci�zen and crea�ng an intelligible account of 

worthiness as a ci�zen.

There are countries which have a Social Credit 

System, a state led ini�a�ve to assess and 

regulate the trustworthiness of individuals, 

business and government en��es. It's not a 

single unified system, but a collec�on of 

regional sectoral programs that can assess an 

individual and then mark them either as 

being credited or discredited.

This is a very dangerous scenario where 

algorithmic governance reshapes poli�cal 

p o w e r.  T h u s ,  t h e  n e e d  t o  e n s u r e 

transparency, accountability and public 

oversight becomes all the more urgent and 

cri�cal. 
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Without democra�c mechanisms to 

regulate these systems, the founda�onal 

principles, the cons�tu�onal commitments 

to jus�ce, to liberty, and to civic freedom 

may be eroded, leaving governance in the 

hands of unaccountable algorithms rather 

than the people that they are meant to 

serve.

Case Study

John McCarthy, one of the leading computer 

scien�sts and a pioneer of AI, considered law 

to be the ideal test case and candidate for an 

AI approach.

This was because it was text and language 

based, rule bound, and with a vast archive of 

statutes and decided cases which are 

perfectly suitable for machine learning. 

The pragma�c concern in the Indian context 

is that we have 50 million pending legal cases 

in the country and how we think about this in 

terms of AI as solu�on.

One of the structural problems of the legal 

system in India is that the Supreme Court of 

India is known as the Court of Residual 

Jurisdic�on. Every single ma�er can go up to 

the Supreme Court of India. In contrast, the 

Supreme Court in the US delivers 80 to 120 

judgments a year- all of them about 

cons�tu�onal ques�ons.

So, should there be mechaniza�on to 

overcome the uniqueness of every fact and 

every individual case demanding jus�ce for 

that par�cular instance versus a kind of 

automa�on, where you also have the ability 

to create a rou�ne solu�on?

Underly ing al l  this  is  an interes�ng 

philosophical ques�on- is law computable? 

At one level, it is also compu�ng two different 

kinds of claims and arriving at a balanced 

idea. Yet, law is also bound to give us 

something that's unmeasurable and cannot 

be reduced to a logic of computa�on, which is 

jus�ce.

Coding Democracy:  Towards a Civic 

Epistemology of AI

How do we inflict a democra�c ethos within 

this domain of techno governance that is 

emerging?

Sheila Jasanoff, one of the world's leading 

science and technology scholars based in 

Harvard, talks about civic epistemologies. 

Civic epistemologies are -  how socie�es 

construct but also par�cipate in science, in 

technology, in knowledge, and in the design 

of technological systems so that it is not le� to 

the technocrats, or to the corpora�ons. 

There is a public interest dimension that is so 

strong that it is far too important to leave it to 

the technologists and her argument is to ask - 

what are the ways in which we can think 

about our par�cipa�on? So classical ideas of 

democracy, representa�on, par�cipa�on, 

equity, access- how do we encode these 

within the code?

A study, again done at Harvard by the 

Berkman Center for Internet and Society, 

which has evaluated approximately 40 AI 

policies globally, including India, China, etc. 

have arrived at a set of eight principles that 

are common and can be taken as the 

founda�onal principles towards governing 

AI.

 1. Privacy

 2. Accountability

 3. Safety and Security
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 4. Transparency and Explainability

 5. Fairness and Non-discrimina�on

 6. Human Control

 7. Professional Responsibility

 8. Promo�on of Human Values

These principles offer a founda�on for 

effec�ve, ethical AI governance. Turning 

them into concrete prac�ce requires ongoing 

dialogue, collabora�on, and a commitment 

to democracy.

The Existen�al Ques�on: What Does it Mean 

to be Human in the Age of AI?

Isaac Asimov in 1940 wrote The Laws of the 

robot.

They are as valid today as they were then.

(1) A robot may not injure a human or, 

through inac�on, allow a human to come 

to harm.

(2) A robot must obey. a robot must obey 

orders given to it by human beings. Unless 

such orders would conflict with the First 

law.

(3) A robot must protect its own existence. As 

long as such protec�on does not conflict 

with the second or the first law.

This is a remarkable reaffirma�on in a way, of 

the idea of the primacy of human values 

without being technophobic. It recognizes 

that robots are not merely inevitable, but that 

we may have to learn to live with robots. But 

in learning to live with robots, as a judge 

reminded us, we shouldn't become robots 

and we shouldn't forget human values.

Can AI be regulated  Regula�ng AI- role of ,

Law, Governments, Global ins�tu�ons:

The Life Cycle of law and the life cycle of 

technology are at loggerheads with each 

other. Law is constantly many steps behind 

technology. Law is too slow to deal with the 

technological transforma�ons. Incorpora�on 

of standards in the regula�on of technology 

to happen to overcome the problem of the 

temporal lag between law and regula�on.

In the domain of internet governance, a lot of 

technologies have emerged primarily 

through the market and innova�ons in the 

market and it cannot be le� to the market for 

it to create its own regulatory systems, 

because it won't.

As most of the suprana�onal regulatory 

bodies in technology mimic the unequal 

structure of the poli�cal economy of the 

world, the AI regula�ons can neither be only a 

ma�er of na�onal nego�a�on, nor can it only 

be a ma�er of private standards emerging.

The civil society organiza�ons have to play a 

very important role. There should be a 

mutual coopera�on across the global South 

in developing not merely technology, but 

standards of the regula�on of technology, 

which address ques�ons of equity, that 

address ques�ons of access.

Historically, the dangerous technologies 

have always been regulated. And if AI is 

addressed from the point of global risk or 

from the perspec�ve of access and equity, 

etc., there is a need of a global conversa�on 

on the regula�on of AI, which should also be 

equitable. AI is a new configura�on of power 

and poli�cs, and the global community 

cannot afford to leave it undetermined.

Aspects of human life that AI cannot process

We surprise ourselves by our ability or our 
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capacity for tenderness and beauty as much 

as our irra�onality. And there is something 

about that essen�al, unpredictable aspect of 

what it means to be human that remains our 

greatest for�tude against a technological and 

mechanical view of the world.

The reason why the law cannot be reduced to 

a mechanical applica�on is because all 

problems of our disciplines emerge from life. 

And if life is to be encountered as the 

mysterious, we need to hold on to it and not 

abandon it.

Leveraging AI to promote equity and to build 

a more just society

The ques�ons about equity is a deeply 

poli�cal ques�on that's very urgent for all of 

us. And there's tradi�onally been a divide, a 

division of labor between people who think 

about technology and people who think 

about poli�cs. However, technology has 

become too important to be le� alone, to 

people who think about technology. It has to 

be thought by people who think about 

equality, about jus�ce, about access.

Use of AI to build a thought process where 

equity becomes a central considera�on.

We live in a very interes�ng paradoxical 

moment. There is on the one hand, the 

avalanche of technology that threatens our 

concep�on of what it means to be human and 

the immediate tempta�on is to retreat into a 

classical idea of the human right.

At the same �me, we live in a �me of the 

Anthropocene, where it's precisely the 

c e n t e r i n g  o f  t h e  h u m a n  a n d  t h e 

anthropomorphic conceit that has led us to 

all of the crises that we face by way of climate 

change and the ecological disasters around 

us.

Interes�ngly, over the last decade, we had a 

range of ways of thinking outside of the 

centrality of the human. What does it mean 

to learn from machines? Is there a possibility 

of learning what it means to be human from 

machines?

Pressing human crea�vity be preserved in 

the face of AI

We are now entering a �me where we will 

have to consider our rela�onship even to the 

idea of crea�vity.  How do we think about the 

idea of human machine collabora�ons in the 

domain of crea�vity? All forms of art respond 

to forms of life. And if the form of life is 

transforming rapidly, art has no choice but to 

also create and invent new forms to express 

ourselves. I'm excited by the possibility of 

what is going to emerge.
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The Face of the Machine: How Computers Recognize Us
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